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Preface 

This text is an elementary introduction to differential geometry. Although 
it was written for a graduate-level audience , the only requisite is a solid back­
ground in calculus, linear algebra, and basic point-set topology. 

The first chapter covers the fundamentals of differentiable manifolds that 
are the bread and butter of differential geometry. All the usual topics are cov­
ered, culminating in Stokes ' theorem together with some applications. The stu­
dents ' first contact with the subject can be overwhelming because of the wealth 
of abstract definitions involved ,  so examples have been stressed throughout . 
One concept, for instance, that students often find confusing is the definition of 
tangent vectors . They are first told that these are derivations on certain equiv­
alence classes of functions, but later that the tangent space of ]Rn is "the same" 
as ]Rn . '-'Ire have tried to keep these spaces separate and to carefully explain how 
a vector space E is canonically isomorphic to its tangent space at a point. This 
subtle distinction becomes essential when later discussing the vertical bundle 
of a given vector bundle. 

The following two chapters are devoted to fiber bundles and homotopy 
theory of fibrations. Vector bundles have been emphasized, although principal 
bundles are also discussed in detail. Special attention has been given to bundles 
over spheres because the sphere is the simplest base space for nontrivial bundles, 
and the latter can be explicitly classified. The tangent bundle of the sphere , in 
particular , provides a clear and concrete illustration of the relation between the 
principal frame bundle and the associated vector bundle, and a short section 
has been specifically devoted to it .  

Chapter 4 studies bundles from the point of view of differential geometry, by 
introducing connections, holonomy, and curvature. Here again, the emphasis is 
on vector bundles. The last section discusses connections on principal bundles, 
and examines the relation between a connection on the frame bundle and that 
on the associated vector bundle. 

Chapter 5 introduces Euclidean bundles and Riemannian connections, and 
then embarks on a brief excursion into the realm of Riemannian geometry. The 
basic tools, such as Levi-Civita connections , isometric immersions, Riemannian 
submersions , the Hopf-Rinow theorem, etc . ,  are introduced, and should prepare 
the reader for more advanced texts on the subject . The relation between CUl'va­
ture and topology is illustrated by the classical theorems of Hadamard-Cartan 
and Bonnet-Myers. 

Chapter 6 concludes with Chern-'-'lreil theory, introducing the Pontrj agin, 
Euler, and Chern characteristic classes of a vector bundle. In order to illustrate 
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these concepts, vector bundles over spheres of dimension :::; 4 are reinterpreted 
in terms of their characteristic classes. The generalized Gauss-Bonnet theorem 
is also discussed here. 

This book grew out of a series of graduate courses taught over the years 
at the University of Oklahoma. Although there were many outstanding texts 
available that collectively contained the sequence of topics I wished to present , 
none did this on its own , with the possible exception of Spivak's monumental 
treatise . In the end, I often found myself during a course following one au­
thor on a particular topic, another on a second one, and so on. As a result , 
the approach here at times closely parallels that of other texts, most notably 
Gromoll-Klingenberg-Meyer [15]' Poor [32]' Steenrod [35]' Spivak [34]' and 
\'Varner [36]. 

There are several options for using the material as the textbook for a course, 
depending on the instructor 's inclination and the pace she/he wants to set . A 
leisurely paced one-semester course on manifolds could cover the first chapter. 
Similarly, a one-semester course on bundles could be based on Chapters 2 and 
3, assuming the students are already familiar with the concept of manifolds. I 
have also used Chapter 1 ,  parts of Chapter 4, and Chapter 5 for a two-semester 
course in differential geometry. 

I would like to thank Yelin Ou for reading parts of the manuscript and 
making valuable suggestions, and Gary Gray for offering his considerable lbTEX­
pertise. 

Gerard Walschap 
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CHAPTER 1 

Differentiable Manifolds 

In differential geometry, n-dimensional Euclidean space is replaced by a dif­
ferentiable manifold. In essence, this is a set JVI constructed by gluing together 
pieces that are homeomorphic to ]Rn , so that lV! looks locally, if not globally, 
like Euclidean space. The idea is that all local concepts, such as the derivative 
of a function f : ]Rn ---+ ]R at a point, can be carried over to lV! by means of 
these identifications. A simple , yet useful example to keep in mind is that of the 
two-dimensional unit sphere 52 , where for any point p E 52 , the neighborhood 
52 \ { -p} of p is homeomorphic to ]R2 . 

1 .  Basic Definitions 

Recall that the vector space ]Rn is the set { (PI , . . .  , Pn ) I Pi E ]R} ,  together 
with coordinate-wise addition and scalar multiplication. The i-th projection is 
the map ui : ]Rn ---+ ]R given by ui (PI , . . . , Pn ) = Pi , and the j-th standard basis 
vector ej is defined by ui (ej) = 6ij . 

Let U be a subset of ]Rn . Given a function f : U ---+ ]R, P E U, the i-th 
partial derivative of f at P is 

Dd(p) = lim f(p -\- tei) - f(p) = (J 0 c)'(O), t-->O t 
where c is the line c( t) = P -/- tei through P in direction ei. f is said to be smooth 
or differentiable on U if it has continuous partial derivatives of any order on U. 

A map f : U ---+ ]Rk i s  said to  be smooth i f  all the component functions 
fi := ui 0 f : U ---+ ]R of f are smooth. In this case, the Jacobian matrix of f 
at p is the k X n matrix Df(p) whose (i , j)-th entry is Dj fi(p) . The Jacobian 
will often be identified with the linear transformation ]Rn ---+ ]Rk it determines. 

DEFINITION 1 . 1 .  A second countable Hausdorff topological space lV! is said 
to be a topological n-dimensional manifold if it is locally homeomorphic to ]Rn ; 
i . e . , if for any p E lV! there exists a homeomorphism x of some neighborhood 
U of p with some open set in ]Rn . (U, x) is called a chart, or coordinate system, 
and x a coordinate map. 

DEFINITION 1 .2 .  A differentiable atlas on a topological n-dimensional man­
ifold lV! is a collection A of charts of lV! such that 

( 1 )  the domains of the charts cover M, and 
(2) if (U, x) and (V, y) E A, then y o  x-I: x(U n V) ---+ ]Rn is smooth. 

The map y o  x-I is often referred to as the transition map from the chart 
(U, x) to (V, y) . 
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If A is an atlas on M, a chart (U, x) is said to be compatible with A if 
{ (U, x )}  U A is again an atlas on lU. A differentiable structure on lU is a 
maximal differentiable atlas A: Any chart compatible with A belongs to the 
atlas. Alternatively-for those uncomfortable with the term "maximal"-given 
two atlases A and A', define A � A' if for any charts (U, x) E A and (V, y) E A' , 
y ° x-I and x ° y- l are differentiable. A differentiable structure is then an 
equivalence class of the relation � defined above. 

DEFINITION 1 .3 .  A differentiable n-dimensional manifold is a topological 
n-dimensional manifold together with a differentiable structure. 

From now on, the term manifold will always denote a differentiable mani­
fold. 

EXAMPLES AND REMARKS 1 . 1 .  (i) In order to specify a differentiable struc­
ture, it suffices to provide some atlas A: This atlas then determines a differ­
entiable structure A' which consists of all charts (U, x) such that x ° y- l and 
y o x- I are smooth for any coordinate map y of A. 

(ii) The standard differentiable structure on lRn is the one determined (as 
in (i)) by the atlas consisting of the single chart (lRn , lIRn), where lIRn denotes 
the identity map. 

(iii) Let V denote an n-dimensional real vector space. The standard dif­
ferentiable structure on V is the one induced by the atlas { (V, L) } ,  where 
L V -+ lRn is some isomorphism. ,,,Thy is this structure independent of the 
choice of L? 

(iv) Any open subset U of a manifold lU inherits a natural differentiable 
structure (of the same dimension) from that of lU: An atlas { (Ua ,  Xa ) }aEA 
of lU induces an atlas { (U n Ua , xa l unua ) }aEA of U. For example, the set 

2 
GL(n) C lUn,n 9' lRn of all invertible n x n real matrices is an n2-dimensional 
manifold. 

(v) Let l' > 0. The n-sphere S;!' of radius l' is the compact topological 
subspace of lRn+1 consisting of all points at distance 1" from the origin. Let 
PN = (0, . . .  , 0 , 1") and Ps = (0, . . .  , 0 , -1') denote the north and south poles, 
respectively, and set UN = S;:- \ {p N } , Us = S�' \ {ps } .  Then the collection 
{ (UN , XN) ,  (Us , xs ) }  is a differentiable atlas on the sphere , where XN and Xs 
are the "stereographic projections" 

1" 
XN(Pl , . . .  , Pn+l ) = (PI , . . .  , Pn ) ,  

1" - Pn+ l 
l' 

XS (Pl , . . .  , Pn+l ) = (PI ,  . . .  , Pn ) ' l' + Pn+ l 
In fact , the transition map is given by 

1"2 
- 1 - 1 1 '. IDn \ {O} . IDn \ {O} XN O XS = XS O XN = -1 -- 1 -2 

IRn 1& �1& lIRn 
and is clearly differentiable. 

The sphere is thus described by two charts, and can therefore be considered 
to be the simplest nontrivial example of a manifold. 

(vi) Let (lUl'i, Ai ) be manifolds of dimension ni , i = 1 , 2 .  The collection 
Al X A2 := { (U X V, x X y) 1 (U, x) E AI , (V, y) E A2 } 
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FIGURE 1 .  Stereographic projection from the north pole. 

is an atlas on M1 x lVh Here, (x x y)(p , q) = (x(p), y(q)). The induced differ­
entiable structure is called the product manifold !VII x !VI2. 

DEFINITION 1 .4 .  A function f : lVI ----+ lR is said to be smooth if f 0 x-I: 
x(U) ----+ lR is smooth for any chart (U, x) of lVI. 

DEFINITION 1 .5 .  A partition of unity on lVI is a collection {<Po,}aEA. of 
smooth nonnegative functions <Pa on lVI such that 

( 1 )  {supp <Pa}aEA is a locally finite cover of M. Recall that the support 
of a function is the closure of the set on which the function is nonzero. 
A collection of sets is locally finite if any point has a neighborhood 
that intersects at most finitely many of the sets. 

(2) La <Pa == 1 .  (Why does this possibly infinite sum make sense?) 

THEOREM 1 . 1 .  Any open cover {Ua}aEA of a manifold lVI admits a count­
able subordinate partition of unity {<PdkEN; i. e . ,  for any integer k, there exists 
an a E A such that supp <Pk C Ua. 

There are several steps involved in the proof of Theorem 1 . 1 .  Given E > 0, 
q E lRn , B,(q) will denote the set of points at distance less than than E from q. 

THEOREM 1 . 2 .  If {Ua} is an open cover of lVI, then there is a countable 
differentiable atlas {(Vk' Xk)} of M such that 

( 1 )  {Vd is a locally finite refinement of {Ua}; 
(2) Xk (Vk) = B3 (0) ; 
(3) the collection fWd, where Wk = x;;-I(B1(0)), is a cover of M. 

PROOF OF THEOREM 1 . 2 .  Since lVI i s  locally compact (i . e . ,  every point has 
a neighborhood with compact closure) , Hausdorff, and second countable , there 
exists a countable basis {Zd for lVI with Zk compact. Let Al = ZI' Given 
Ai compact , let j denote the smallest integer such that Ai C ZI U ... U Zj; 
define Ai+ 1 = Zl U ... U Zj U Zi+ 1· Then {Ad is a sequence of compact sets 
with Ak C int Ak+ 1, and UkAk = lVI. Define Ao to be the empty set. Since 
lVI = ui�o (Ai+1 \ int Ai) ,  we may assume that for each p E lVI, there exists a 
chart (Vp , xp) sending p to 0, such that 
xp(Vp) = B3(0), Vp C U a for some a , and Vp C (int Ai+2 )\A-1 for some i. 
Then {x;1(B1(0)}PEAHl \intAi is an open cover of the compact Ai+ 1  \ int A, 
and contains a finite sub cover which we denote Pi . If P = Po U PI U ... , 
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then P consists of a countable cover { Vi,} of lVI subordinate to {UoJ .  Each 
Vk is the domain of a chart { (Vk , Xk ) }  with Xk (Vk ) = B3 (0) , and the collection 
{X;;-I (BI (O) ) }  covers M. 

It remains to show that { Vi,} is locally finite .  Now, any p E lVI belongs to 
some Ai+ 1 \ int Ai . Then VV = (int Ai+2 ) \ A-I is an open neighborhood of p 
that intersects at most finitely many Vk : Indeed, each Vk is contained in some 
set (int Aj+2 ) \ Aj-l , so if Vk is to intersect VV, then j cannot exceed i+ 2 . Since 
there are only finitely many Vk in each crown (int Aj+2 ) \ Aj-I , the statement 
follows. D 

Given E > 0, denote by CE (0) the open cube (-E ,  E)n in lRn . 
LEMMA 1 . 1 .  There exists a differentiable function ¢ : lRn ----+ lR satisfying 
( 1 )  ¢ == 1 on (\(0) , 
(2) 0 < ¢ < 1 on C2 (0) \ C\(O) , and 
(3) ¢ == 0 on lRn \ C2 (0) . 

PROOF OF LEMMA 1 . 1 .  Let h : lR ----+ lR be given by 

and define 

h (x) = e , { - I/x 

0, 
if x > 0, 
otherwise, 

f (x) = h(2 + x)h(2 - x) 
h(2 + x)h(2 - x) + h(x - 1) + h (  -x - 1 ) 

This expression makes sense because h (x - 1 ) + h (  -x - 1 ) i s  nonnegative , and 
equals 0 only when I x l ::; 1 ,  in which case h(2 + x )h(2 - x) > O. Furthermore, 
f (x) = 1 if I x l ::; 1 ,  0 < f (x) < 1 if 1 < I x l < 2, and f (x) = 0 if I x l � 2. Now 
let ¢ (al , " "  a,J = II��d(ai ) ' D 

PROOF OF THEOREM 1 . 1 .  Let {(Vk , Xk ) }  be a differentiable atlas as Il1 
Theorem 1 . 2 ,  and ¢ the function from Lemma 1 . 1 ,  where n equals the dimension 
of lVI. For each k define a function (h : lVI ----+ lR by 

if p E Vk , 
otherwise. 

(h is differentiable on lVI, since it is differentiable on Vk , and is identically zero 
on the open neighborhood M \ X;;-I (C2 (0)) of M \ Vk . Any p E M belongs 
to xjl (BI (O)) for some j ,  so that ()j (p) > O. Since {Vi,} is locally finite and 
supp ()k C Vk , the collection {supp ()k} is a locally finite cover of lVI. This means 
that I:k ()k (p) is finite for every p E M; now set ¢k := ()k / (I:i ()i ) .  D 

EXERCISE 1 .  Show that the transition maps for the atlas in Examples and 
Remarks 1 . 1  (i v) are given by 

1'2 
xN 0 XSI = Xs 0 xj/ = -

I 
--12 htn : lRn \ {O} ----+ lRn \ {O} ,  IIRn 

and deduce that { (UN , XN) , (US , xs) }  is indeed a differentiable atlas on the 
sphere. 
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(Notation: Given a manifold lVI, 1M : lVI ----+ lVI denotes the identity map 
of M. )  

EXERCISE 2 .  Let U be an open subset of  lVI, V a set whose closure is 
contained in U. Show that there exists a smooth nonnegative ¢ : lVI ----+ ]R that 
is identically 1 on the closure of V ,  and the support of which is contained in U . 

2 .  Differentiable Maps 

The superscript in the symbol lVIn will refer to the dimension of the mani­
fold M. 

DEFINITION 2 . 1 .  Let lVIn , Nk denote manifolds, and suppose U is open in 
lVI. A map f : U ----+ N i s  said to be differentiable or smooth i f  y 0 f 0 x- I is 
smooth as a map from ]Rn to ]Rio for any coordinate maps x of lV! and y of N. 

If A is an arbitrary subset of lV!, f : A ----+ N is said to be smooth if it can 
be extended to a smooth map J : U ----+ N for some open set U containing A .  

Observe that the composition of  differentiable maps i s  differentiable. f :  
lV! ----+ N is said to be a diffeomorphism if it is bijective and both f and its 
inverse f-1 are smooth. The collection Diff (lV!) of all diffeomorphisms of lV! 
with itself is clearly a group under composition. 

EXAMPLES AND REMARKS 2 . 1 .  (i) For a function f : lV! ----+ ]R, the Defini­
tion 2 . 1  coincides with 1 .4 .  

(ii) If (U , x) is  a chart , then x : U ----+ x(U) C ]Rn is a diffeomorphism. 
(iii) It is known that any two differentiable manifolds of dimension no larger 

than 3 which are homeomorphic are actually diffeomorphic .  On the other hand, 
there exist "exotic" ]R4 's ;  i . e . , manifolds that are homeomorphic but not diffeo­
morphic to ]R4 with the standard differentiable structure. 

Given a subset A of lV!, let .F(A) denote the set of all smooth functions 
f : A ----+ R .F(A) is a real algebra (and in particular, both a ring and a vector 
space) under the operations 

(J + g) (p) = f (p) + g(p) , (J. g) (p) = f (p)g(p) , (af) (p) = af(p) , a E R 

For example, if (U, x) is a chart , then xi E .F(U) ,  where xi := ui 0 x, 1 ::; i ::; 
dim lV!.  

DEFINITION 2 . 2 .  Let U be an  open subset o f  lV! ,  p E U, and set .Fg (U) = 
{J E .F(U) I f == 0 in a neighborhood of p} . .Fg (U) is an ideal in .F(U) ,  and the 
quotient algebra .Fp = .F(U)/.Fg (U) is called the algebra of germs of functions 
at p. 

Thus, a germ is an equivalence class of functions, with two functions being 
equivalent iff they agree on a neighborhood of the point. The reason we omitted 
U in the terminology for.Fp = .Fp (U) is due to the fact that the map .F(M) ----+ 

.F(U) given by f f-lo f O�, where � U ----+ lV! denotes inclusion, induces an 
isomorphism .Fp (lV!) � .Fp(U) :  This map is clearly injective; to see that it 's 
surjective, let f E .F(U) ,  and consider an open set V whose closure is contained 
in U. Let ¢ be the function from Exercise 2, and define a smooth function 9 on 
lV! by setting it equal to ¢f on U and 0 outside U. Since f and 9 coincide on 
V ,  the germ of 9 at P is mapped to the germ of f at p. 
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EXERCISE 3. Consider lR with the two atlases {lnd and {1>}, where 1>(t) = 

(a) Show that these atlases are not compatible ; i . e . ,  they determine different 
differentiable structures on R 

(b) Show that the two differentiable manifolds from (a) are diffeomorphic. 

EXERCISE 4. (a) Show that J : S;: ----+ lR, where J(Pl , . . .  , Pn+l ) = I:i Pi , is 
smooth. 

(b) Show that J : Sr ----+ S;:, where J(p) = -TP, is a diffeomorphism. 

3. Tangent Vectors 

A vector v in lRn acts on differentiable functions in a natural way, by as­
signing to J : lRn ----+ lR the derivative DvJ(p) :=  DJ(p) . v of J in direc­
tion v. This assignment depends of course on the point p at which the de­
rivative is evaluated; furthermore, it is linear, and satisfies the product rule 
Dv (Jg) (p) = J(p)Dv (g) (p) + g(p)Dv (J) (p) . This is essentially the motivation 
behind the following: 

DEFINITION 3 . 1 .  Let p E AI. A tangent vector v at p is a map v : Fp (iV!) ----+ 
lR satisfying 

( 1 )  v (aJ + (3g) = av (J) + (3v (g) ; and 
(2) v (Jg) = J (p)v (g) + g (p)v(J) 

for a, (3 E lR, J, 9 E Fp(M). 

In the above definition, we have used the same letter to denote both a germ 
and a function belonging to that germ: If U is a neighborhood of p, then a 
tangent vector v at p induces a map F (U) ----+ lR given by v (J) := v ( [J] ) .  The 
point p is called the Jootpoint of v ,  and the set lV!p of all tangent vectors at p is 
called the tangent space of lV! at p. It is a real vector space under the operations 
(v + w) (J) = v (J) + w(J) , (av ) (J) = av (J) . 

In the familiar context of Euclidean space, one can think of a tangent vector 
at p as simply being a vector v whose origin has been translated to p, denoted 
(p, v ) .  Then (p, v ) (J) = DvJ(p) . Notice that one recovers v from the way (p, v )  
acts on functions: v = ( (p , v) (u1 ) ,  . . .  , (p , v) (un ) ) .  

The first condition in Definition 3 . 1  says that a tangent vector i s  a linear 
operator on (germs of) functions, and the second that it is a derivation. 

Let x be a coordinate map around p (that is , p belongs to the domain of x) ,  
and as usual, let xi = ui 0 x. The coordinate vector fields at p are the tangent 
vectors % xi (p) E Mp given by 

(3 . 1 )  J E F(M), 1 :::; i :::; n. 

One often denotes the left side of (3 . 1 )  by OJ/oxi (p) . For example, in lRn , the 
standard coordinate vector fields at p are % ui (p) , where oj /oui (p) = Dd(p) . 
'''Te will often denote them simply by Di . '''Then n = 1 ,  we write D instead of 
% u , so that DJ (a) = J ' (a) .  

The coordinate vector fields actually form a basis for the tangent space at 
a point. In order to show this, we need the following: 
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LEMMA 3 . 1 .  Let U denote a star-shaped neighborhood oJ 0 E ]Rn - that is, 
the line segment connecting the origin to any point oJU is also contained inside 
U. Given J E FU, there exist n Junctions 'l/Ji E FU, with 'l/Ji (O) = Di/(O) , such 
that 

PROOF.  For any fixed p E U, consider the line segment c(l) = lp, and set 
¢ = J 0 c. ¢ is a differentiable function on [0 , 1 ] ' and ¢' (l) = Li PiDi/(tp) . 
Thus, 

J (p) - J (O) = ¢( 1 )  - ¢(O) = 1 1 
¢' = LPi 1 1 

Di/(lp) dt . 
o i 0 

The claim then follows by setting 'l/Ji (P) := fo
l Di/(tp) dt. D 

PROPOSITION 3 . 1 .  Let (U, x) be a chart around p. Then any tangent vector 
v E NIp can be uniquely written as a linear combination v = Li CYi 0/ oxi (p) . In 
Jact, CYi = v (xi ) .  

Thus,lVI; is an n-dimensional vector space with basis { % xi (P)h:S;i :s;n . 

PROOF.  We may assume without loss of generality that x(p) = 0, and 
that x(U) is star-shaped. By Lemma 3 . 1 ,  any J E F1VI satisfies J 0 x-I = 
J (p) + L Ui 'I/Ji , with 'l/Ji (O) = % xi (p) (J) . Thus, J l u = J (p) + Li Xi ('l/Ji o x) l u ,  
and 

where we have used the result of Exercise 5 below. It remains to show that the 
% xi (p) are linearly independent ; observe that 

D 

Notice that if x and y are two coordinate systems at p, then taking v = 
O/oyi (p) in Proposition 3 . 1  yields 

(3 .2) o n oxj 0 n . 0 
{ji(p) = L 7ii(p) oxj (p) = L Di (UJ 0 X 0 y- 1 ) (y (p)) oxj (p) 

Y j= 1 Y j= 1 
for 1 ::; i ::; n. This means that the transition matrix from the basis {% xi (p) } 
to the basis {O/oyi (p) } is the Jacobian matrix of x 0 y- l at y(p) . 

EXERCISE 5. Let c E R Show that if c E F1VI denotes the constant function 
c(p) := c for all p E lVI, then v (c) = 0 for any tangent vector v at any point of 
M .  

EXERCISE 6 .  vVrite down (3 .2) explicitly for the n-sphere o f  radius r, i f  x 
and y denote stereographic projections. 



8 1. DIFFERENTIABLE MANIFOLDS 

4. The Derivative 

In calculus, one usually thinks of the Jacobian D J(p) of J : ]Rn ----+ ]Rk as 
the derivative of J at p. It is therefore natural, when seeking a meaningful 
generalization of this concept for a map J : lV! ----+ N between manifolds lV! and 
N, to look for a linear transformation. In view of the previous section, where 
we defined vector spaces at each point of a manifold, this suggests a linear 
transformation J*p : lV!p ----+ Nf(p) between the respective tangent spaces. '''Te 
would of course like J*p to correspond to D J(p) when lV! = ]Rn and N = ]Rk , 
if ]R; is identified with the set of pairs (p, v ) ,  v E ]Rn ; i . e ,  we require that 
J*p (p ,  v) = (J (p) , DJ (p)v) for all v E ]Rn . Now, if ¢ : ]Rk ----+ ]R is differentiable, 
then by the Chain rule, 

J*p (p , v ) (¢) = (J(p) , DJ(p)v) (¢) = DDf(p)v¢(J (p)) = D¢(J (p)) DJ(p)v 
= Dv (¢ 0 J) (p) = (p, v ) (¢ 0 J) . 

This motivates the following: 

DEFINITION 4 . 1 .  Let lV! and N denote differentiable manifolds of dimen­
sions n and k respectively, J : U ----+ N a differentiable map, where U is open in 
lV!, and p E U. The derivative oj J at p is the map J*p : lV!p ----+ Nf(p) given by 

(J*pv) (¢) := v (¢ 0 J) , ¢ E F(N) , v E Mp . 

It is clear from the definition that J*p is a linear transformation. 

PROPOSITION 4 . 1 . With notation as in Definition 4.1, let x be a coordinate 
map around p E U, Y a coordinate map around J (p) E N. Then the matrix 
oj J*p with respect to the bases {% xi (p) } and {% yj ( (J (p) ) }  is the Jacobian 
matrix oJ y o J o x- 1 at x (p) . 

PROOF.  

D 

EXAMPLES AND REMARKS 4 . 1 .  (i) It follows from Definition 4 . 1  that the 
identity map 1M of lV! has as derivative at p E lV! the identity map IMp of lV!p . 

(ii) If g :  N ----+ Q is differentiable, then g o J is differentiable, and (g o J) *p = 
g* f(p) 0 J*p . In particular, if J : lV! ----+ N is a diffeomorphism, then by (i) , J*p is 
an isomorphism with inverse (J- l ) * f(p) . Furthermore , given coordinate maps 
x and y of lV! and N respectively, the diagram 

Mp 
f.p Nf(p) � 

X.p 1 1 Y.t(p) 
]Rn ( Yo f ox- 1 )*x(p) ]RZYO J ) (p) x(p) ) 
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commutes. Observe that x*p8j8xi (p) = 8j8ui (x (p) ) ,  Sll1ce x* 8j8xi (uj ) 
8j8xi (Uj 0 x) = 8j8xi (xj ) = 6ij . 

9 

(iii) A (smooth) curve in lVI is a (smooth) map c : I ----+ lVI, where I is an 
interval of real numbers. The tangent vector to c at t is c(t) := c*tD (t) . Thus, 
given ¢ E F(lVI) , 

c(t) (¢) = c*tD(t) (¢) = D (t) (¢ 0 c) = (¢ 0 c) ' (t) . 

(iv) Let E be an n-dimensional real vector space with its canonical differ­
entiable structure, cf. Examples and Remarks 1 . 1  (iii) . For any V E E, E may 
be naturally identified with its tangent space Ev at v by "parallel translation" 
:Iv : E ----+ Ev , defined as follows: Given W E E, let '"'((t) = v + tw , and set 
:Ivw := 1'(0). If x :  E ----+ ]Rn is any isomorphism, then 

so that :Iv , being linear and one-to-one, is an isomorphism. 
Notice that for E = ]Rn and x = Im. n , we obtain :Ivei = 8j8ui (v) . This 

formalizes our heuristic description of the tangent space of ]Rn at v from the 
previous section, since the map 

{v} X ]Rn ----+ ]R�, 
(v , w) f--l- :Ivw 

is an isomorphism that preserves the action on F(]Rn) .  
Consider, for example , a linear transformation L : ]Rn ----+ ]Rk . By Proposi­

tion 4 . 1 ,  the matrix of L *v with respect to the standard coordinate vector fields 
bases is that of the Jacobian of L. But since L is linear , 

D (  j L)() - r (uj 0 L ) (v + lei ) - (uj 0 L(v)) . - ( j L)( . ) t U 0 . v - t�6 t 
- u 0 . et , 

so that the Jacobian matrix of L is just the matrix of L in the standard basis. 
Thus, the following diagram 

]Rn L ]Rk � 

3v 1 13LV 
]Rn L*v ]Rlv -------+ v 

comnlutes. 
(v) Let U be an open set in lVI, J E FU, p E U. The differential of J at p is 

the element dJ(p) of the dual space lVI; (i . e . , dJ (p) : lVIp ----+ ]R is linear) defined 
by 

dJ(p) (v) := v (J) ,  
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Thus, for example, {dxi (p) } is the basis dual to {a/axi (p) } . Notice also that 
the diagram 

comnlutes: 

Mp Mp 
df(p) 1 1 f.p 

lR � lRf(p) 

DEFINITION 4 . 2 . The tangent bundle (resp. cotangent bundle) of lV! is the 
set T lV! = UpEM lV!p (resp. T* lV! = UpEM M;). The bundle projections are the 
maps 7r : TlV! ---+ lV! and ir : T* lV! ---+ lV! which map a tangent or cotangent 
vector to its footpoint. 

PROPOSITION 4 . 2 . The differentiable structure V on lV!n induces in a nat­
ural way 2n-dimensional differentiable structures on the tangent and cotangent 
bundles of lV!.  

PROOF.  For each chart (U , x) of  lV!, define a chart (7r- 1 (U) , x) of  TM , 
where x : 7r- l (U) ---+ lR2n is given by 

x(v) = (x 0 7r (v ) ,  dx1 (7r(v ) )v , . . .  , dxn (7r (v) )v) . 
Similarly, define i : ir-l (U) ---+ lR2n by 

i(a) = (x 0 ir(a) , a(a/ax1 (ir(a) ) ) ,  . . .  , a (ajaxn (ir(a) ) ) ) .  
One checks that the collection {x- 1 (V) I (U , x) E V,  V open i n  lR2n } forms a 
basis for a second countable Hausdorff topology on TlV!. A similar argument , 
using i instead of x, works for T* lV!. 

Let A = { (7r- 1 (U) , x) I (U, x) E V} . '-'Ire claim that A is an atlas for TM: 
clearly, each x : 7r- l (U) ---+ x(U) x lRn is a homeomorphism. Furthermore , if 
(V, y) is another chart of AI, and (a ,  b) E x(U n V) x lRn , then 

iJ 0 x- 1 (a , b) = (y 0 x- l (a) , D (y 0 x- 1 ) (a) (b) ) .  
To see this, write b = I: biei ; then 

so that 

-- 1 L a - 1 L ayj ( - 1 ( )) a ( - 1 ( ) )  x (a , b) = bi -.(x (a) ) = bi-. x a -. x a ,  
. ax' .. ax' ayJ 2 2,j 

= (y 0 x- 1 (a) , D(y 0 x- l ) (a) (b) ) .  
D 

For example, the bundle projection 7r : T lV! ---+ lV! is differentiable, since for 
any pair (U, x) , (7r- 1 (U) , x) of related charts, x 0 7r  0 x- I : x(U) x lRn ---+ x(U) 
i s  the projection onto the first factor. 
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Any f : JVI ----+ N induces a differentiable map f* : T JVI ----+ TN, called the 
derivative of f: For v E lV!p , set f*v := f*pv .  Differentiability follows from the 
easily checked identity: 

EXERCISE 7. Show that if lV! is connected, then any two points of lV! can 
be joined by a smooth curve . 

EXERCISE 8 .  (a) Prove that :Iv : ]Rn ----+ (]Rn)v from Examples and Re­
marks 4 . 1 (iv) satisfies :Ivw(J) = Dwf(v) = (J 0 c) '(O) , where c is any curve 
with c(O) = v ,  c'(O) = w. 

(b) Show that any v E TlV! equals C(O) for some curve c i n  lV! . 

EXERCISE 9 .  For positive p ,  a, consider the helix c : ]R ----+ ]R3 , given by 
c(t) = (p cos t ,  p sin t ,  at) . Express c(t) in terms of the standard basis of ]R�(t) . 

EXERCISE 1 0 .  Let lV! be connected, f : lV! ----+ N a differentiable map. Show 
that if f*p = 0 for all p in M, then f is a constant map. 

EXERCISE 1 1 .  Fill in the details of the argument for the cotangent bundle 
in the proof of Proposition 4 . 2 .  

5. The Inverse and Implicit Function Theorems 

Let U be an open set in lV!, f : U ----+ N a differentiable map. The rank of f 
at p E U is the rank of the linear map f*p : lV!p ----+ Nj(p) , that is , the dimension 
of the space f* (lV!p) .  Recall the following theorem from calculus: 

THEOREM 5 . 1  (Inverse Function Theorem) . Let U be an open se t in ]Rn , 
f : U ----+ ]Rn a differentiable map. If f has maximal rank (=n) at p E U, then 
there exists a neighborhood V of p such that the restriction f : V ----+ f (V) zs a 
diffeomorphism. 

The inverse function theorem immediately generalizes to manifolds: 

THEOREM 5 . 2  (Inverse Function Theorem for Manifolds) . Let lV! and N be 
manifolds of dimension n, and f : U ----+ N a smooth map, where U is open in 
lV!. If f has maximal rank at p E U, then there exists a neighborhood V of p 
such that the restriction f : V ----+ f (V) is a diffeomorphism. 

PROOF.  Consider coordinate maps x at p, y at f(p) , and apply Theorem 
5 . 1  to y o  f 0 x-I . Conclude by observing that x and y are diffeomorphisms. D 

vVe now use the inverse function theorem to derive the Euclidean version 
of one of the essential tools in differential geometry: 

THEOREM 5 . 3  (Implicit Function Theorem) . Let U be a neighborhood of 0 
in ]Rn , f : U ----+ ]Rk a smooth map with f (O) = O. For n ::; k, let z : ]Rn ----+ ]Rk 
denote the inclusion z(al , " "  an ) = (al , " "  an , 0, . . .  , 0) ,  and for n :2: k, let 
7r : ]Rn ----+ ]Rk denote the projection 7r ( aI , . . .  , ak , . . .  , an) = (aI , . . .  , ak ) .  

( 1 )  If n ::; k and f has maximal rank (= n) a t  0 ,  then there exists a 
coordinate map 9 of]Rk around 0 such that g o f = z in a neighborhood 
of 0 E ]Rn . 
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(2) IJ n � k and J has maximal rank (= k) at 0, then there exists a 
coordinate map h oJ]Rn around 0 such that J 0 h = 1f in a neighborhood 
oJ O E ]Rn . 

PROOF.  In order to prove (I), observe that the k x n matrix (DjJi (O) ) has 
rank n. By rearranging the component functions Ji of J if necessary (which 
amounts to composing J with an invertible transformation, hence a diffeomor­
phism of ]Rk ) ,  we may assume that the n x n sub matrix (Djr(O)) l 5,i ,j 5,n is 
invertible. Define F : U X ]Rk-n -+ ]Rk by 

Then F 0 � = J, and the Jacobian matrix of F at 0 is 

( (Djr(O)) l 5,i5,n 0 ) 
(Dj Ji (O) ) n+l5,i5,k IlII.k-n ' 

which has nonzero determinant . Consequently, F has a local inverse g, and 
g o J = g o F 0 � = �. This establishes ( 1 ) .  Similarly, in (2) , we may assume that 
the k x k submatrix (DjJi (O) ) l 5,i ,j 5,k is invertible. Define F : U -+ ]Rn by 

F(a1 , " "  an ) := (J(a1 , " "  an) ,  ak+ 1 , " "  an ) · 
Then J = 1f 0 F ,  and the Jacobian of F at 0 is 

( (Djr(O
o
) ) l 5,j5,k (DjJi (O)h+l5,j5,n) IlII.n-k ' 

which is invertible. Thus, F has a local inverse h ,  and J 0 h = 1f 0 F 0 h = 1f . D 

6 .  Submanifolds 

The implicit function theorem enables us to construct new examples of 
manifolds. Before doing so , however, there are certain "nice" maps, such as the 
inclusion 5n '----+ ]Rn+ 1 , that deserve special recognition: 

(1,0) 

FIGURE 2 .  The lemniscate CI(O,27r)' 
DEFINITION 6 . 1 .  A map J : lVln -+ Nk is said to be an immersion if for 

every p E lVI the linear map J.p : lVJp -+ Nf(p) is one-to-one (so that n :::; k) .  If 
in addition J maps lVJ homeomorphically onto J (lVJ) (where J (lVJ) is endowed 
with the subspace topology) , then J is called an imbedding. 
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Notice that if lV! is compact , then an injective immersion is an imbed­
ding. This is not true in general: For example, the curve c : jR ----+ jR2 which 
parametrizes a lemniscate, c( t) = (sin t, sin 2t ) ,  is an immersion; its restriction 
to (0, 27r) is a one-to-one immersion, but not an imbedding, although ci (O,7r) is . 
In fact ,  an immersion is always locally an imbedding: 

PROPOSITION 6 . 1 .  If f : lV!n ----+ Nk is an immersion, then for any p E lV!, 
there exists a neighborhood U of p, and a coordinate map y defined on some 
neighborhood V of f(p) such that 

( 1 )  A point q belongs to f(U) n V iff yn+1 (q) = . . .  = yk (q) = 0 ,  z. e . ,  
y (J (U) n V) = (jRn x {o}) n y (V) ; 

(2) f l u is an imbedding. 

PROOF.  Consider the inclusion z : jRn ----+ jRk , and let x be a coordinate map 
around p with x(p) = 0, ya coordinate map around f (p) with (y 0 J) (p) = 0 .  
Since yo f o X- I has maximal rank at 0 ,  there exists by the implicit function 
theorem a chart 9 of jRk around 0, and a neighborhood VV of ° E jRn such that 
g o yo f o x- 1 lw = z lw. Set U = x-1 (W) , y = g oy; by restricting the domain of 
9 if necessary, ( 1 )  clearly holds . (2) follows from the fact that f l u  = y- 1 o zo x l u  
is a composition o f  imbeddings. D 

f 

N 

x 

( 
w 

) 
o 

FIGURE 3 

REMARK 6 . 1 .  '''Then f in Proposition 6 . 1  is an imbedding, then f(U) equals 
f (lV!) n VV for some open set VV in N. Thus , in this case, ( 1 ) reads 

f(M) n V = {q E V I yn+ 1 (q) = . . .  = yk (q) = O}. 
DEFINITION 6 . 2 .  Let lV!, N be manifolds with lV! C N. lV! i s  said to  be a 

submanifold of N (respectively an immersed submanifold of N) if the inclusion 
map z : lV! '--l- N is an imbedding (respectively an immersion) . 



14 1 . DIFFERENTIABLE MANIFOLDS 

By Remark 6 . 1 ,  if lV! is an n-dimensional submanifold of Nk , then for any 
p in lV!, there exists a neighborhood V of p in N ,  and a chart (V, x) of N such 
that 

M n V = {q E V I xn+1 (q) = . . .  = xk (q) = O} . 
'''Then f : lV! ---+ N i s  a one-to-one immersion (resp . imbedding) , then lV! is 
diffeomorphic to an immersed submanifold (resp. submanifold) of N: namely 
f (M) , where f (M) is endowed with the differentiable structure for which f : 
lV! ---+ f (lV!) is a diffeomorphism. Clearly, � : f (lV!) ---+ N is a one-to-one 
immersion (resp. imbedding) . More generally, two immersions II : lV!l ---+ N and 
12 : lV!2 ---+ N are said to be equivalent if there is a diffeomorphism g : lV!l ---+ lV!2 
such that h og = II. This defines an equivalence relation where each equivalence 
class contains a unique immersed submanifold of N .  

DEFINITION 6 .3 . Let f : lV!n ---+ Nk be  differentiable. A point p E lV! is 
said to be a regular point of f if f* has rank k at p; otherwise , p is called a 
critical point. q E N is said to be a regular value of f if its preimage f-1 (q) 
contains no critical points (for example, if q tt f(lV!) ) .  

THEOREM 6 . 1 .  Let f : lV!n ---+ Nk b e  a smooth map, with n ;::: k .  If q E N 
is a regular value of f and if A := f- 1 (q) # 0, then A is a topological manifold 
of dimension n - k. lVIoreover, there exists a unique differentiable structure for 
which A becomes a differentiable submanifold of lV!.  

PROOF.  Let y : V ---+ jRk be a coordinate map around q with y (  q )  = 0 ;  
given p E A , let x : U ---+ jRn be a coordinate map sending p to O .  Decompose 
jRn = jRk X jRn-k , and denote by 1fi , i = 1 , 2 , the projections of jRn onto the 
two factors; finally, let �2 : jRn-k ---+ jRn be the map given by �2 (a1 " ' "  an-k ) = 
(0 ,  . . .  , 0 , a1 , . . .  , an-k ) . 
Since y o f o x- 1 has maximal rank at 0 E jRn , there exists ,  by Theorem 5 . 3 (2) , a 
chart (W, h) around 0 in jRn such that y o  f 0 x- I 0 h = 1f1 1 w . Set W = 1f2 (vV) . 
vV is open in jRn-k , and y o f 0 x- I 0 h 0 �2 Iw' = 1f1 0 �2 Iw' = O. Thus, if 
z := x-1 0 h o �2 Iw" then z (W) c A. We claim that z (W) = An (x-1 0 h) (W) , so 
that z maps W homeomorphically onto a neighborhood of p in A in the subspace 
topology. Clearly, z (vV) cA n (x- 1 0 h) (W) , since z (W) = (x- 1 0 h 0 �2 ) (W) = 
(x- 1 0 h) (W n (0 x jRn-k ) ) .  Conversely, if p E A  n (x- 1 0 h) (W) , then p = 
(x- 1 0 h) (u) for a unique u E W, and 0 = y o f(p )  = (y o f o x- 1 0 h) (u) = 1f1 (U) , 
so that u = (0 ,  a) E 0 x vv. Then p = z (a) E z (W) .  It follows that the inclusion 
� : A '----+ lV! is a topological imbedding. 

Endow A with the differentiable structure induced by the charts (z (W ) ,  Z- l ) 
as p ranges over A. Then � : A'----+ lV! is smooth, since x o � o (Z- l ) - 1 = h O �2 ' D 

EXAMPLES AND REMARKS 6 . 1 .  (i) Let l' > 0, and consider the map f : 
jRn+1 ---+ jR given by f (a) = l a l 2 - 1'2 . Since Df(a) = 2(a1 , . . .  , an+1 ) ,  f has 
maximal rank 1 everywhere except at the origin. Thus , S;:- = f-1 (0) is a 
differentiable sub manifold of jRn+ 1 . This differentiable structure coincides with 
the one introduced in Examples and Remarks 1 . 1 :  it is straightforward to check 
that the inclusion of the sphere into Euclidean space is smooth for the atlas 
introduced there ; i . e . ,  that � 0 x- I : jRn ---+ jRn+1 is differentiable, if x denotes 
stereographic projection. 
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FIGURE 4 

(ii) Let J : J'\I[n -+ Nk be a differentiable map as in Definition 6 . 3 .  A point 
of N that is not a regular value is called a critical value oj J. Sard proved that if 
U is an open set in ]Rn , and J : U -+ ]Rk is differentiable, then the set of critical 
values of J has measure zero; i . e . ,  given any E > 0, there exists a sequence of 
k-dimensional cubes containing the set of critical values, whose total volume is 
less than E. A proof of Sard's theorem can be found in [25]. As a consequence, 
the set of regular values of a map J : J'\I[ -+ N between manifolds is dense in N, 
since its complement cannot contain an open non empty set . 

(iii) A surjective differentiable map J : J'\I[n -+ Nk is said to be a submersion 
if every point of J'\I[ is a regular point of J. In this case, J has no critical values, 
and each p E J'\I[ belongs to the (n - k)-dimensional submanifold J-l (f (p) ) .  

Let � : A -+ J'\I[ b e  an imbedding. For p E A, �*p identifies the tangent space 
Ap with a subspace of J'\I[p .  

PROPOSITION 6 . 2 .  Let q b e  a regular value oj J : J'\I[n -+ Nk , where n ?: k,  
and suppose that A := J-l (q) i 0.  Then Jar p E A, �*pAp = iceI' J*p .  

PROOF .  Since both subspaces have common dimension n - k ,  it suffices to 
checlc that �*pAp c iceI' J*p .  Let v E Ap . For ¢ E FN, we have 

where the last identity follows from the fact that J 0 � == q, so that ¢ 0 J 0 � is a 
constant function. This establishes the result . D 

EXAMPLE 6 . 1 .  Given manifolds J'\I[, N with p E J'\I[, q E N, define imbed­
dings �q : M -+ M x N and )p : N -+ M x N by �q (p) = Jp(q) = (p, q) . If 1fl , 
7r2 denote the projections of J'\I[ x N onto J'\I[ and N, then 

where p is identified with the constant map J'\I[ -+ J'\I[ sending every point to p, 
and similarly for q . Thus, 
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This implies that the map 
L :  Mp x Nq ----+ (M x N) (p, q) , 

(u , v ) f----+ �q*pu + Jp*qV 
is an isomorphism with inverse (7fh (p, q) , 7f2 * (p , q) ) :  Both maps are linear, and by 
the above, (7fh (p, q) , 7f2 * (p , q) ) oL = IMpxNq. The claim follows since both spaces 
have the same dimension. 

EXERCISE 1 2 .  Let U be an open set in jRn , J E FU. Show that F 
U ----+ jRn+l , where F( a) = (a ,  J (  a) ) ,  is a differentiable imbedding. It follows 
that F(U) is a differentiable n-submanifold of jRn+l , called the graph of J .  
For example, i f  U = jRn and J (a) = l a l 2 , the corresponding graph i s  called a 
paraboloid. 

EXERCISE 1 3 .  Suppose J : lV! ----+ N is differentiable, and let Q denote a 
sub manifold of N. J is said to be transverse regular at p E J- l (Q) if J*plV!p + 
Q f(p) = N f(p) ' Show that if J is transverse regular at every point of J-1 ( Q) # 0, 
then J-l (Q) is a sub manifold of lV! of co dimension equal to the co dimension 
of Q in N. Theorem 6 . 1  is the special case when Q consists of a single point. 

EXERCISE 14. For p E jRn+l , let Jp : jRn+l ----+ (jRn+ l )p denote the canonical 
isomorphism. Use Proposition 6 . 2  to show that if P E S;!" then 

� * (S;- )p = Jp (p� ) ,  
where p� = {a  E jRn+l I (a ,  p) = O} is the orthogonal complement of p. 

EXERCISE 15 .  Prove that if lV! i s  compact, then J : lV!n ----+ jRn cannot have 
maximal rank everywhere. Show by means of an example that such an J can 
nevertheless have maximal rank on a dense subset of lV!. 

7. Vector Fields 

In calculus, one defines a vector field on an open set U C jRn as a differ­
entiable map F = (II , . . .  , In) U ----+ jRn . vVhen graphing a vector field on, 
say, jR2 , one draws the vector F(p) with its origin at p, in order to distinguish 
it from the values of F at other points; in terms of tangent spaces, this means 
that F(p) is considered to be a vector in the tangent space of jRn at p. It is now 
natural to generalize this concept to manifolds as follows: 

DEFINITION 7 . 1 .  Let U be an open set of the differentiable manifold lV!n . 
A (differentiable) vector field on U is a (differentiable) map X : U ----+ T lV! such 
that 7f 0 X = lu. Here 7f : T1V! ----+ lV! denotes the tangent bundle projection. 

Thus , the value of X at p, which we often denote by Xp , is a vector in lV!p . 
Any J E FU determines a new function XJ on U by setting XJ(p) := Xp (f) . 
If (U, x )  is a chart , the coordinate vector fields are the vector fields 0/ oxi whose 
value at p E U is O/oxi (p) , cf. (3 . 1 ) .  Any vector field X on U can then be 
written as X = Li X(xi )O/oxi = Li dxi (X)% xi . 

PROPOSITION 7 . 1 .  Let X :  U ----+ T1V! be a map such that 7f 0 X = lu. The 
Jollowing statements are equivalent: 
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( 1 )  X is a vector field on U (i. e . ,  X, as a map, is differentiable). 
(2) IJ (V, x) is a chart with V c U, then Xxi E FV. 
( 3 )  IJ J E FV, then XJ E FV. 

17 

PROOF.  ( 1 )*(2) : Recall that (V, x) induces a coordinate map i: on 1r- 1 (V) , 
where i:(v) = (x 0 1r (v) , v (x1 ) ,  . . .  , v (xn ) ) .  Since X is smooth, i: o X lv = 
(x 0 1 1v, X lv(x1 ) ,  . . .  , X lv(xn ) )  also has that property. Thus, each component 
function X xi is differentiable on V. 

(2)*(3) : If each X IV (xi ) E FV, then Xlv(J) = Li (X lvxi )8J /8xi E FV. 
(3)*( 1 ) : i:oX lv = (x , X lv(x1 ) ,  . . .  , X lv(xn) )  is smooth, and therefore so is 

Xlv. Since this is true for any chart (V, x) with V c U, X is differentiable. D 

EXAMPLE 7 . 1 .  A vector field X on ]Rn induces a differentiable map F = 
(JI , . . .  , In ) ]Rn ---+ ]Rn , where Ji = dui (X) ; conversely, any smooth map 
F : U ---+ ]Rn on an open subset U of ]Rn determines a vector field X on U, with 
X(p) = JpF(p) . 

Let XU denote the set of vector fields on U. XU is a real vector space and 
a module over FU with the operations (X + Y)p = Xp + Yp , (¢X)p = ¢(p)Xp. 
If J , g E FU and a , (3 E ]R, then X(aJ + (3g) = a(XJ) + (3(Xg) , and X(Jg) = 
(XJ)g +  (Xg)J . 

vVe recall two theorems from the theory of ordinary differential equations : 

THEOREM 7. 1 (Existence of Solutions) . Let F : U ---+ ]Rn be a differentiable 
map, where U is open in ]Rn . For any a E U, there exists a neighborhood VV oj 
a , an interval I around 0 , and a differentiable map ?/J : I x vV ---+ U such that 

( 1 ) ?/J(O, u) = u, and 
(2) D?/J(l, u)e1 = F 0 ?/J(l, u) 

Jor l E I  and u E W. 

Theorem 7.1 may be interpreted as follows: A curve c : I ---+ U is called an 
integral curve of (the system of ordinary differential equations defined by) F if 
ci t = Fi oc , 1 ::; i ::; n; in this case, Dc = Foc, and the restriction of F to c is the 
"velocity field" of c. Thus, 7. 1 asserts that integral curves t f---+ c(t) := ?/J(l, u) 
exist for arbitrary initial conditions c(O) = u, that they depend smoothly on 
the initial conditions, and that at least locally, they can be defined on a fixed 
common interval. Also notice that in manifold notation, c is an integral curve 
of F : ]Rn ---+ ]Rn iff C = X 0 c, where X = J F, cf. the example above . 

THEOREM 7 .2  (Uniqueness of Solutions) . IJ c, c : I ---+ U are two integral 
curves oj F : U ---+ ]Rn with c(lo) = c(to) Jor some to E I, then c = c. 

DEFINITION 7 . 2 .  Let JVI be a manifold, X E XlVI, and I an interval. A 
curve c : I ---+ lVI is called an integral curve of X if c = X 0 c. 

THEOREM 7 . 3 .  Let lVI be a maniJold, X E XlVI. For any q E lVI, there 
exists a neighborhood V oj q, an interval I around 0, and a differentiable map 
<I> : I x V ---+ lVI such that 

( 1 ) <I>(O,p) = p, and 
(2) <I>*gt(t,p) = X o <I>(t,p) 
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for all t E l , P E V. Here, 8/at ( t ,  p) := �p*D (t) for the injection �p : I -+ I x V 
which maps t to ( t , p) .  

Notice that 
8 .--.. . 

<P* at ( t ,  
p) = <P 0 �p(t) = <pp(t) , 

where <pp (t) = <p( t , p) .  Theorem 7 .3  asserts that for any p E V, <Pp : I -+ JVI is 
an integral curve of X passing through p at t = O. <P is called a local flow of X. 

PROOF.  Let (U, x) be a chart around q, and set G :=  x(U) , a := x (q) , and 

F := (dx1 (X) ,  . . .  , dxn (x) )  0 x-I : G -+ JRn . 
By Theorem 7 . 1 ,  there exists a neighborhood VV of a, an interval I around 0 ,  
and a map '1/- ' : I x W -+ G such that ( 1 )  and (2) of 7. 1 hold. Let V :=  x-1 (W) , 
and <P : I x V -+ lVI be given by <p( t , p) = x-I 0 'IjJ( t ,  x (p) ) .  D 

An argument similar to the one above generalizes the Ul1lqueness theo­
rem 7 .2  to manifolds: 

THEOREM 7 .4 .  If c, c : I -+ JVI are two integral curves of X E XAI with 
c(t o )  = c(t o )  for some to E I, then c = c. 

For each p E lV!, let Ip denote the maximal open interval around 0 on which 
the (unique by 7.4) integral curve <Pp : Ip -+ lV! of X with <pp (O) = p is defined. 

THEOREM 7 . 5 .  Given any X E XlV!, there exists a unique open set vV C 
JR x lV! and a unique differentiable map <P : vV -+ lV! such that 

( 1 ) Ip x {p} = W n (JR x {p}) for all p E lVI, and 
(2) <p(t , p) = <pp(t) if ( t , p) E w .  

<P i s  called the maximal flow of  X. By (2) , { O }  x lVI c W, and ( 1 ) , (2) of 
Theorem 7.3 are satisfied. 

PROOF .  ( 1 ) determines VV uniquely, while (2) does the same for <P. It thus 
remains to show that VV is open, and that <P is differentiable. 

Fix p E lV!, and let I denote the set of all t E Ip for which there exists 
a neighborhood of (t, p) contained in VV on which <P is differentiable. '''Te will 
establish that I is nonempty, open and closed in Ip , so that I = Ip : I is 
non empty because 0 E I by Theorem 7 .3 ,  and is open by definition. To see that 
it is closed ,  consider to E I; by 7 .3 ,  there exists a local flow <p' : l' x V' -+ lV! 
with 0 E l' and <pp (to) E V' . Let t 1 E I be small enough that to - t1 E l' 
(recall that to belongs to the closure of 1) and <PP (t 1 ) E V' (by continuity of 
<pp) . Choose an interval 10 around to such that t - t1 E I' for t E 10 . Finally, 
by continuity of <P at (t 1 ' p) , there exists a neighborhood V of p such that 
<P(t1 x V) C V' .  

'''Te claim that <P i s  defined and differentiable on  10 x V,  so  that t o  E I: 
Indeed ,  if t E 10 and q E V, then by definition of 10 and V, t - t1 E l' 
and <P(t1 ' q) E V' , so that <p'( t - t1 , <P(t 1 ' q) ) is defined. The curve s f-+ <p' ( s  -
t1 , <P(t 1 ' q)) is an integral curve of X which equals <P(t1 ' q) at t1 . By uniqueness, 
<p( t, q) = <p' ( t  - t1 , <P( t 1 ' q) ) is defined, and <P is therefore differentiable at (t , q) . 

D 
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DEFINITION 7 . 3 .  Let <P : lR x lV! ----+ lV! be differentiable, and define <Pt : 
lV! ----+ lV! by <pt (p) := <p(t , p) . {<PdtElII. is called a one-parameter group of 
diffeomorphisms of lV! if 

( 1 ) <Po = 1M ,  and 
(2) <Pt! +t2 = <Pt ! 0 <Pt2 , t1 , t2 E lR. 

Observe that each <Pt is indeed a diffeomorphism of lV! with inverse <P -t . If 
<P is a one-parameter group of diffeomorphisms, then the vector field X defined 
by Xp := <P* %t I (o ,p) has <P as maximal flow (since integral curves are defined 
for all time) . Conversely, if X E XlV!, then the maximal flow of X induces a 
one-parameter group of diffeomorphisms provided X is complete; i . e . , provided 
integral curves are defined for all time. The exercises at the end of the section 
establish that vector fields on compact manifolds are always complete. 

EXAMPLE 7 . 2 .  Consider the vector field X E XlR2 whose value at a = 
(al , a2 ) is given by -a2Dl l a -/- alD2 I a .  Fix p = (Pl , P2 ) E lR2 , and let c :  lR ----+ lR2 
denote the curve 

c( t ) = ( (cos t)Pl - (sin t)p2 ' (sin t)pl -\- (cos t)P2 ) '  
Then 

c( t) = (- (sin t)Pl - (cos t)p2 )Dl l c(t) -\- ( (cos t )Pl - (sin t)P2 )D2 I c(t) = X 0 c(t) . 
Thus, c is the integral curve of X with c(O ) = p, and X is complete. The 
one-parameter group of X is the rotation group 

(cos t <Pt (PI , P2 ) = sin t 
- sin t) (PI) . cos t P2 

EXERCISE 1 6 .  Show explicitly that <P in Theorem 7 .3  satisfies ( 1 ) and (2) . 

EXERCISE 17 .  ,,,lith notation as in Theorem 7 . 5 ,  
( a) Show by means 0 f an  example that there need not exist an  open interval 

I around 0 such that I x lV! C VV. Hint: Let lV! = lR, Xt = -t2 Dt . 
(b) Show that if such an interval exists ,  then it equals all of lR; i . e . ,  VV = 

lR x lV!, and integral curves are defined for all time. 
(c) Prove that if lV! is compact , then any vector field on lV! is complete. 

EXERCISE 1 8 .  Let ¢ : [a, (3) ----+ lV! be an integral curve of X E XlV!, and 
suppose that for some sequence tn ----+ (3, ¢( tn) ----+ P for some P E lV!. 

(a) Show that ¢ : [a , (3 ] ----+ lVI ,  where ¢ 1 [a J3) = ¢ and ¢((3) = p, i s  continu­
ous. 

(b) Prove that if c : I ----+ lV! is the maximal integral curve of X with 
c((3) = p, then [a , (3] C I , and c l [a ,{3i = ¢. 

(c) Use parts (a) and (b) to recover the result from Exercise 17 (c) : Namely, 
if lV! is compact, then every integral curve of X E XlV! is defined on all of lR. 

8 .  The Lie Bracket 

Consider two vector fields X and Y on an open subset U of lV!, with flows 
<Ps and lIlt , respectively. It may well happen that these flows commute; i . e . ,  
that <P s 0 lIlt = lIlt 0 <P s for small s and t . This i s  the case for example when 
X and Y are coordinate vector fields, since the standard fields Di and Dj in 
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Euclidean space have commuting flows. In general, the Lie bracket [X, Yl of 
X and Y is a new vector field that detects noncommuting flows. This concept 
actually makes sense in the more general setting of an arbitrary vector space 
E: 

DEFINITION 8 . 1 .  A Lie bracket on a real vector space E is a map [, 1 : 
E x E ---+ E satisfying: 

( 1 )  [aX + ,6Y, Zl = a [X , Zl + ,6 [Y, Z] , 
(2) [X, Yl = - [Y, X] , and 
(3) [X, [Y, Zl l + [Y, [Z, X]] + [Z, [X, Yl l  = 0 

for all X, Y, Z E E, a , ,6 E R By ( 1 )  and (2) , the Lie bracket is linear in 
the second component also . (3) is called the Jacobi identity. A vector space 
together with a Lie bracket is called a Lie algebra. 

A trivial example of a Lie algebra is lRn with [, 1 == O .  This is the so-called 
abelian n-dimensional Lie algebra. lR3 is also a Lie algebra, if one takes the Lie 
bracket to be the classical cross-product of two vectors. 

Let lVI be a differentiable manifold, p a point in an open set U of lVI, and 
X, Y E XU . Define XpY : FpU ---+ lR by setting (XpY)J := Xp (Y J) . XpY is 
not a tangent vector at p, because although it is linear on functions, it is not a 
derivation. However, XpY - YpX is one: 
(XpY - YpX) (f g) = Xp (Y(f g) )  - Yp (X (f g) )  

= Xp (f (Yg) + g(Y J ) )  - Yp (f(Xg) + g (XJ)) 
= (XpJ) (Ypg) + J (p )Xp (Y g) + (Xpg) (YpJ) + g(p )Xp (Y J) 

- (YpJ) (Xpg) - J (p)Yp (Xg) - (Ypg) (XpJ) 
- g(p)Yp (XJ) 

= J(p)(X pY - YpX) (g) + g(p)(X pY - YpX) (f) . 
Thus, p f---+ XpY - YpX is a vector field on U . 

DEFINITION 8 . 2 .  Let X ,  Y E XU, where U is open in lVI.  The Lie bracket 
of X with Y is the vector field [X, Yl on U defined by [X, Yjp := XpY - YpX . 

It is straightforward t o  check that X U with the above bracket i s  a Lie 
algebra. One often denotes X (Y J) by XY J, so that one may write 

[X, Yl = XY - Y X. 
Observe also that for J E FU, [J X, Yl = J [X, Yl - (Y J)X. 

PROPOSITION 8 . 1 .  Le t (U, x) denote a chart oJMn . Then [ajaxi , ajaxj l == 
o Jar 1 ::; i ,  j ::; n. 

PROOF.  For ¢ E FU, 
a a , a a , a a , 

[ -;:;--:- , -;:;--:- l q:> = -;:;--:- -;:;--:-q:> - -;:;--:- -;:;--:-q:> uxl uxJ uxl uxJ uxJ uxl 

= Di -. ¢ o x- o x  - D -. q:> o x- o x  ( a 1) ( a , 1) 
a� J a� 

= Di (Dj (¢ 0 x-I ) )  0 x - Dj (Di (¢ 0 x-I ) )  0 x = O .  
D 



8 . THE LIE BRACKET 2 1 

If f : lVI ----+ N is differentiable and X E XM, then the formula Yf (p) := f*Xp 
does not, in general, define a vector field on N. ,,,T e say X E XlVI and Y E XN 
are f -related if Yf (p) := f*Xp for all p E lVI; i . e . , if f*X = Y 0 f. '''Then f is a 
diffeomorphism, any X E XlVI is f-related to the vector field f* 0 X 0 f-l on 
N. 

PROPOSITION 8 . 2 .  Let f : lVI ----+ N be  differentiable, Xi E XlVI, Yi E XN, 
i = 1 ,  2 . If Xi and Yi are f -related, then [Xl , X2 ] and [Yl , Y2 ] are f -related. 

PROOF.  If ¢ E FN, then for p E lVI,  
[Yl , Y2 ] f (p) ¢ = Yl 1 f (p) (Y2¢) - Y2 I f (p) (Yl¢) = f*Xl lp (Y2¢) - f*X2 Ip (Yl ¢) 

= Xl lp ( (Y2¢) 0 J) - X2 Ip ( (Yl¢) 0 f) . 
Next , observe that (Yi¢) 0 f = Xi (¢ 0 J) ,  since 

( (Yi¢) 0 J) (q) = (Yi¢) (J(q)) = Yi l f (q) ¢ = (J*Xi l q )¢  = Xi l q (¢ 0 J) .  

Thus, 
[Yl , Y2 ] f (p) ¢ = Xl lp (X2 (¢ 0 J) )  - X2 Ip (Xl (¢ 0 J)) = [Xl , X2 jp (¢ 0 J) 

= (J* [Xl , X2 ]P )¢ ' 
D 

DEFINITION 8 . 3 .  An n-dimensional manifold and group G is called a Lie 
group if the group multiplication G x G ----+ G and the operation of taking the 
inverse G ----+ G are differentiable. 

It follows that for h E G, left-translation Lh : G ----+ G by h, Lhg := hg, 
is differentiable. A vector field X E XG is said to be left-invariant if it is Lg­
related to itself for any g E G. Such a vector field will be abbreviated l . i .v . f. 
The collection g of all l . i .v .f. is a real vector space, and by Proposition 8 . 2 ,  is 
also a Lie algebra. It is called the Lie algebra of G. 

Any X E g is uniquely determined by its value at the identity e :  indeed, 
Xg = X 0 Lg (e) = Lg*Xe .  Thus, the linear map g ----+ Ge which sends a l . i .v . f. 
to its value at the identity is one-to-one. It is actually an isomorphism: given 
v E Ge , the vector field X defined by Xg := Lg*v is left-invariant , since 

Lh*Xg = (Lh 0 Lg ) *v = Lhg*v = X 0 Lh (g) . 
vVe may therefore consider Ge to be a Lie algebra by setting [Xe ,  Ye] := [X, Y] e 
for l . i .v .f . ' s  X and Y. 

EXAMPLE 8 . 1 .  (i) lRn is a Lie group with the usual vector addition. Left 
translation by v E lRn is just Lvw = v + w. Since the Jacobian matrix of Lv 
is the identity, we have that Lv *Di l a  = Di I Lv (a) ; equivalently, the standard 
coordinate vector fields form a basis for the Lie algebra of lRn ; this Lie algebra 
is abelian by Proposition 8 . 1 .  

(ii) Let G = GL (n) denote the collection o f  invertible n by n real matrices. 
It becomes a Lie group under matrix multiplication. As an open subset of the 
n2-dimensional vector space lVIn of all n by n matrices , its Lie algebra g [ (n) 
may be identified with lVIn via 

Mn � Ge -=--. g [ (n) , 
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where e is the n by n identity matrix. '-'Ire claim that under this identification, 
the Lie bracket is given by 

( 8 . 1 )  

To see this, let X, Y be the left-invariant vector fields with X (e) = Je1VI, 
Y(e) = JeN. Since left translation by  A i s  a linear transformation, X(A) = 
JA (AM) . If uij : G ----+ JR denotes the function that assigns to a matrix A its 
(i , j)-th entry Aij , then 

(Yuij ) (A) = Y(A) (uij ) = J:4. (AN) (uij ) = (AN)ij , 
so that Yuij = uij 0 RN , where RN is right translation by N, RN (A) = AN. 
Consider the curve t f----+ c( t )  = e + tlVI. Then 

X(e) (Yuij ) = c(O) (uij 0 RN) = Do (t f----+ uij (N + tMN)) = (MN)ij , 
and similarly, Y(e) (Xuij ) = (NM) ij . Thus, 

[JeM, JeN] (uij ) = [X, Y] (e) (uij ) = (MN - NM)ij = Je (iVIN - NM) (uij ) .  
Since JeQ = 2:.i,j (JeQ) (uij ) (fJjfJuij ) l e  for any Q E Mn , this establishes the 
claim. 

(iii) Given a Lie group G, and 9 E G, conjugation by 9 is the map 7g : =  
Lg o Rg- 1 : G ----+ G. Under the identification g = Ge , the derivative 7g*e belongs 
to GL(g) ,  and is denoted Adg . The map Ad : G ----+ GL(g) which sends 9 to Adg 
is then a Lie group homomorphism, and is called the adjoint representation of 
G. Notice that if G is abelian, then this representation is trivial; in general, the 
kernel of Ad is the center Z( G) = {g E G I gh = hg , h E G} of G. 

As an example , consider the Lie group G = G L ( n) . '-'Ire claim that Adg is 
just 7g ; more precisely, viewing G as an open subset of the space lVIn of all n 
by n matrices , we have the identification Je : lVIn ----+ g [(n) as in (ii) . Linearity 
of 7g then implies that the diagram 

g[ (n) Adg g [ (n) ----.. 

3e r r 3e 
Mn ------+ Mn Tg 

comlllU tes. 
(iv) The set 1HI of quatemions is just JR4 = {2:.;=1 aiei I ai E JR} ;  in 

addition to the vector space structure, there is an associative and distributive 
multiplication which generalizes that of complex numbers: write 2:.;=1 aiei as 
a1 +a2i+a3j+a4k , and define i 2 = j2 = k2 = - 1 ,  ij = -ji = k, jk = -kj = i ,  
k i  = -ik = j ,  and 1u = u for any quaternion u . The set 1HI* o f  nonzero 
quaternions is then a Lie group with the above multiplication. Furthermore, it 
is straightforward to check that multiplication is norm-preserving in the sense 
that luv l  = l u l l v l  for quaternions u, v (with the usual Euclidean norm) , so that 
1HI* contains 53 as a subgroup . 

Recall the canonical isomorphism Ju : 1HI ----+ lHIu with Juei = Di l u ,  u E 

1HI. Since left translation by u is a linear transformation of JR4 , we have that 
Lu *Jel a = Ju (ua) . Thus, the l . i .v . f. X with Xe 1 = Jel a is given by Xu = 
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Ju (ua) . Applying this to a = ei , we obtain a basis Xi of l . i .v . f. with Xi l e1 
Di l e" where 

Xl = ulDl + u2D2 + U3D3 + u4D4 , 
X2 = -U2Dl + ulD2 + U4D3 - u3D4 , 
X3 = -u3Dl - u4D2 + UlD3 + u2D4 , 
X4 = -u4Dl + u3 D2 - u2 D3 + ul D4 . 

23 

Observe that Xl is the "position" vector field, Xl lp = JpP, and that for i > 1 ,  
the Xi 's form a basis of the orthogonal complement Jp (pL ) at p. Thus , there 
are vector fields I, .1, and K on 53 which are �-related to X2 , X3 , and X4 for 
the inclusion � : 53 '---+ JHI* . They are left-invariant and form a basis of the Lie 
algebra of 53 . This Lie algebra is actually isomorphic to the Lie algebra of 
lR3 = {ai + /3j + "Ik I a , /3 ,  "I E lR} with the cross product, via I f----+ 2i, .1 f----+ 2j , 
K f----+ 2k . It is well known that 51 and 53 are the only spheres that admit a Lie 
group structure . 

DEFINITION 8 . 4 .  Let X E 'XlVI have flow <Pt . The Lie derivative of a vector 
field Y with respect to X at p is the tangent vector at p given by 

(L -Y) = r 
<P-t*Y1>, (p) - Yp 

x P t� t . 

Notice that (LxY)p = c' (O) , where c is the curve in lVIp given by c(t) 
<P-t*Y1>, (p) ' 

Recall that as a special case of Lemma 3 . 1 ,  any smooth function f : I ----+ lR 
with f (O) = 0 may be written as f(t) = tl/J (t) , where 'l/J (O) = f' (O) . In fact , 
'l/J(to ) = fO

l I ' ( s t o )  ds . 
LEMMA 8 . 1 .  Let I denote an interval around 0, U an open se t of lVI, and 

f : I x U ----+ lR a differentiable function such that f(O , p) = 0 for all p E U. 
Then there exists a differentiable function 9 : I x U ----+ lR satisfying 

f( t , p) = tg (t , p) ,  a 
at (0 , p) (J) = g (O , p) ,  t E l ,  P E U, 

where a/at is the vector field on I x U that is �p -related to D; i. e . ,  �p*D 
a/at 0 �p for the imbedding �p : I ----+ I x U, �p (t) = ( t ,  p) . 

PROOF.  Set g(to , p) := fo
l (a/at(sto , p) (J) ) ds . D 

THEOREM 8 . 1 .  For vector fields X and Y on M, LxY = [X , Y] . 
PROOF.  Let p E lVI, f : lVI ----+ lR, and <P : I x U ----+ lVI be a local flow of X 

with p E U. Apply Lemma 8 . 1  to the function I x U ----+ lR which maps (t, q) to 
(J 0 <p)( t ,  q) - f (q) , and deduce that there exists a one-parameter family gt of 
functions on U such that f 0 <Pt = f + tgt , and go = X J. Now, 

<P-t*Y1>, (p) (J) = Y1>, (p) (J 0 <P-t ) = Y1>, (p) (J - tg-t ) 
= (Y J) 0 <Pt (p) - t (Y g-t ) 0 <Pt (p) . 

Observe that for a function ¢ on U, 

(8 .2 )  
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where c( t) = <Pt (p) . Therefore, 

(Lx Y)PJ = lim (
Y J) ° <Pt (p) - (Y J) (p)

. - lim (Y g-t ) ° <pt (p) t_O t t_O 
= Xp (Y J) - (Y go) (p) = [X, Y]pJ, 

as claimed. D 

The Lie bracket of two vector fields measures the extent to which their flows 
fail to commute: 

PROPOSITION 8 . 3 .  Let <Pt and lIT s denote local flows oj X and Y E 'XlV!. 
Then [X, Y] == 0 iff <Pt ° lIT s = lIT s ° <Pt Jor all s ,  t .  

PROOF.  Suppose that <Pt ° IITs = IITs ° <Pt . By Exercise 2 1  below, Y i s  <Pr 
related to itself; i . e . , <Pt* Y = Y ° <Pt , so that <P -t* Y ° <Pt = Y.  Lx Y then 
vanishes by definition. 

Conversely, suppose that the Lie bracket of X and Y vanishes . For any 
fixed p in M, the curve c in lV!p given by c( t) = <P -t* Y ° <Pt (p) then satisfies 
c' (O) = O. We will show that c is the constant curve c(t) = Yp for all t, or 
equivalently, that c' == O. Fix any t, and set q = <Pt (p) . Then 

as claimed. D 

THEOREM 8 . 2 .  Let V be open in lV!n , and consider k vector fields Xl , . . .  , Xk 
on V that are linearly independent at some p E V. IJ [Xi , Xj ] == 0 Jor all i and 
j, then there exists a coordinate chart (U, x) around p such that 8/ 8xi = Xi i U , 
Jor i = 1 ,  . . .  , k .  A s a special case, iJ X is a vector field that is nonzero at 
some point, then there is a coordinate chart (U, x) around that point such that 
8/8x1 = XI U · 

PROOF.  Recall that if (U, x )  is a chart , then 8/8xi is the unique vector 
field on U that is x-related to Di . The theorem states that under the given 
hypotheses, there exists a chart (U, x) such that x* o Xi o x- 1 = Di on x(U) .  

It actually suffices to consider the case when lV! = ]Rn , p = 0, and Xi l o = 
Di l o : For the first two assertions, notice that if z is a coordinate map taking p to 
o E ]Rn , then the vector fields Yi := z* ° Xi ° z- l have vanishing bracket , being 
z-related to Xi . Furthermore, if y is a local diffeomorphism of ]Rn such that 
Y* ° Yi ° y- l = Di , then x := y o  z is a chart satisfying the claim of the theorem. 
The last assertion follows from the fact that if x : ]Rn ---+ ]Rn is an isomorphism 
that maps the basis {Jo- 1 Xi l o }  to the standard one, then Xi l o = Di l o , where 
Xi := x* o ",Yi o X- 1 . 
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Let <P� denote the flow of Xi , and define in a small enough neighborhood 
VV of 0 a map J : vV ----+ ]Rn by 

J(al , " "  an) = (<P; 1 0 · · ·  0 <p�J (O , . . .  , 0 ,  ak+ l , " "  an ) .  
Then for a smooth function ¢ on ]Rn , 

1 J*Dl l a (¢) = Dl l a (¢ 0 J) = lim -h [(¢ 0 J) (a1 + h ,  a2 , · · · , an) - (¢ 0 J) (a) ] h-+O 

= lim � [(¢ 0 <P;'+11 0 <P�2 0 · " 0 <P�k ) (O ,  . . .  , 0 ,  ak+ 1 , " "  an) 
h-+o h 

- (¢ 0 J) (a) ] 
1 

= lim -h [(¢ 0 <p�) (J(a) ) - ¢(J (a) ) ]  = Xl 1 f ( a) (¢) h--+O 
by (8 . 2) , so that J*DI = Xl 0 J . Since <pal o . . . 0 <P'a

' , 0 ' . · 0 <pk = <pi , o ·  . · 0 <pk , 1 z ak az ak 
Di and Xi are J-related for all i ::; k. Moreover, 

1 J*Dk+i l o (¢) = Dk+i l o (¢ 0 J) = lim -h [ (¢ 0 J) (O ,  . . .  , 0, h ,  0, . . .  , 0) - ¢(O) ] h--+O 
. 1 

= lIm - [¢(O, . . .  , 0, h ,  0 . . .  , 0) - ¢(O) ] = Dk+i l o (¢) , h--+o h 
Thus, the derivative of J at 0 is the identity, and by the inverse function 
theorem, there exists a chart (U, x) around 0 with x = J-1 . The equation 
J*Di = Xi 0 J is equivalent to x*Xi = Di 0 X . D 

The last theorem of this section provides a useful characterization of the 
Lie bracket that generalizes Proposition 8 . 3 :  

THEOREM 8 . 3 .  Le t  <Pt and lIT s denote local flows oj the vector fields X and 
Y respectively. Given p E JU ,  consider the curve c : [0 , E) ----+ JU given by 

c(t) = (lIT _ y't 0 <p _ y't 0 lIT y't 0 <p y't) (p) , 
which is defined Jar small enough E > O. IJ J E FU, where U is a neighborhood 
oJp, then 

[X, Y]p (J) = lim 
(J 0 c) (t) - (J 0 c) (O)" t--+O+ t 

The curve c is, in general, not (even right-) differentiable at O. The theorem 
states that if we formally define a tangent vector c*Do by setting c* Do (J) equal 
to the right derivative of J 0 c at 0, then this vector equals [X, Y]p . 

PROOF.  It i s  more convenient t o  work with the (smooth) curve c(t) = c(t2 ) . 
,,,1 e will show that 

( 1 )  (J 0 c) ' (O) = 0, and 
(2) � (J 0 c) // (O) = [X, Y]p (J) . 

Once this is established, it follows from Taylor's theorem that 

[X Y]p (J) = 

� (J 0 c) " (O) = lim (J 0 c) (t) - (J 0 c) (O) 
, 

2 t--+O t2 

= lim (J 0 c) ( 0) - (J 0 c) (O) = lim (J 0 c) (t) - (J 0 c) (O) . t--+O+ t t--+O+ t 
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In order to prove ( 1 ) ,  we introduce "variational rectangles" VI , V2 , and V3 
defined on a small enough rectangle R around ° E ]R2 , given by 

VI ( s ,  t) = (Ws 0 <h ) (p) ,  
V2 ( s , t )  = (cI>-s 0 Wt 0 cI>t) (p) ,  
V3 (S , t )  = (W-s 0 cI>-t 0 Wt 0 cI>t) (p) . 

Observe that c(t) = V3 (t, t) , V3 (0 , t) = V2 (t , t) , and V2 (0 , t) = Vl (t, t) . By the 
chain rule , 

(J 0 c) ' (O) = DI (J 0 V3) (0 ,  0) + D2 (J 0 V3) (0 ,  0) 
= DI (J 0 V3) (0 ,  0) + DI (J 0 V2 ) (0 ,  0) + D2 (J 0 V2 ) (0 ,  0) 
= DI (J 0 V3) (0 ,  0) + DI (J 0 V2 ) (0 ,  0) + DI (J 0 VI ) (O , 0) 

+ D2 (J 0 VI ) (O , 0) 
= -YpI - XpI + YpI + Xp/ = 0, 

which establishes ( 1 ) . For (2) , we have 

Using the identity DI (J 0 V3) = - (Y J) 0 V3 , the first term on the right becomes 

A lengthy but straightforward calculation using in addition the fact that DI (J 0 
Vd = (YJ) OVI ' DI (J oV2 ) = - (XJ) OV2 ' and D2 (J oV1 ) (0 ,  h) = (XI) o V1 (0 , h ) 
yields 

2D21 (J 0 V3) (0 ,  0) = -2YpY I, D22 (J 0 V3) (0 ,  0) = YpY 1 +  2 [X, Y]P/. 

Substituting into the expression for (J 0 c) // (O) now yields (2) . 

EXERCISE 1 9 .  Let (U, x) denote a chart of lV!, X, Y E XU, so that 
a 

X = L ¢i axi ' 
Show that 

D 

EXERCISE 20 .  Recall that the orthogonal group O( n) consists of all matrices 
A in GL(n) such that AAt = In . Apply Theorem 6 . 1  to the map F : GL(n) ---+ 
GL(n) given by F(A) = AAt to deduce that O(n) is a Lie subgroup of GL(n) 
of dimension G) . Show that its Lie algebra o (n) is isomorphic to the algebra 
of skew-symmetric matrices (A = -At ) with the usual bracket . 

EXERCISE 2 1 .  Let I : lV! ---+ lV! be a diffeomorphism. Show that if X E XlV! 
has local flow cI>t , then the vector field 1* oX 0 I- I on lV! has local flow I ocI>t 0 I-I . 
Conclude that X is I-related to itself iff cI>t 0 I = 1 0 cI>t for all t .  

EXERCISE 22 . Fill in  the details of the proof o f  ( 2 )  i n  Theorem 8 .3 .  
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9 .  Distributions and Frobenius Theorem 

Consider a nowhere-zero vector field X on a manifold lV!. The map p f---+ 

span{X(p) } assigns to each point p in lV! a one-dimensional subspace of lV!p .  
The theory o f  ordinary differential equations guarantees that any point of lV! 
belongs to an immersed submanifold-the flow line of X through that point­
that is everywhere tangent to these subspaces. 

If we now replace the one-dimensional subspace by a k-dimensional one at 
each point (where k > 1 ) , a little experimenting with the case lV! = ]R3 and 
k = 2 will convince the reader that is not always possible to find k-dimensional 
sub manifolds that are everywhere tangent to these subspaces. In this section, we 
will describe conditions guaranteeing the existence of such manifolds. Although 
they are formulated in terms of Lie brackets ,  they actually reflect a classical 
theorem from the theory of partial differential equations. 

DEFINITION 9 . 1 .  Given an n-dimensional manifold lV!n and k :::; n, a k­
dimensional distribution � on lV! is a map p f---+ �p , which assigns to each 
point p E lV! a k-dimensional subspace �p of lV!p .  This map is smooth in the 
sense that for any q E lV!, there exists a neighborhood U of q, and vector fields 
Xl , " "  Xk on U, such that Xl l r , " "  Xk l r span �r for any 1" E U . 

'''Te say a vector field X on lV! belongs to  � (X E �) i f  Xp E �p for all 
p E M. � is said to be integrable if [X, Yj E � for all X, Y E �. 

DEFINITION 9 .2 .  A k-dimensional immersed submanifold N of lV! is said 
to be an integral manifold of � if � *Np = �p for all P E N , where � : N '--l- lV! 
denotes inclusion. 

PROPOSITION 9 . 1 .  If for every p E lV! there exists an integral manifold 
N(p) of � with p E N(p) , then � is integrable. 

PROOF.  Let X, Y E �, P E lV!. We must show that [X, Yjp E �p . Since 
�*q : N(p) q ---+ �q is an isomorphism for every q E N(p) , there exist vector 
fields X and Y on N(p) that are �-related to X and Y. By Proposition 8 . 2 ,  
[X, Yjp = �* [X , Yjp E �p . D 

An important special case is that of a one-dimensional distribution; any 
nowhere-zero vector field on lV! defines one such, and conversely a one-dimensional 
distribution yields at least locally a vector field on lV!. Such a distribution � is 
always integrable (why?) .  Moreover, the converse of Proposition 9 . 1  holds: In 
fact ,  given p E lV!, there exists a chart (U, x) around p, an interval I around 0 ,  
such that x (p) = 0 ,  x( U) = In , and for any a2 , . . .  , an E I , the slice 

{q E U I x2 (q) = a2 , " "  xn (q) = a, J 
is an integral manifold of � .  Any connected integral manifold of � in U is of this 
form. To see this, let X be a vector field that spans � on some neighborhood 
V of p .  Since Xp # 0, there exists by Theorem 8 . 2  a chart (U, x) around p such 
that Xl u = % xl . 

'''That we have just described holds for any integrable distribution, and is 
the essence of the following theorem: 
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THEOREM 9 . 1 . Let � denote a k-dimensional integrable distribution on lVI. 
For every p E lVI, there exists a chart (U, x) with x (p) = 0, x (U)  = (- 1 ,  l )n , 
and such that for any ak+ l , . . .  , an E I = (- 1 , 1 ) ,  the slice {q E U I Xk+ l (q) = 

ak+ l , . . .  , xn (q) = an } is an integral manifold of� .  Furthermore, any connected 
integral manifold of � contained in U is of this form. 

PROOF.  The statement being a local one, we may assume that lV! = jRn , 
p = 0, and �o is spanned by Di 1 o , 1 ::; i ::; k .  Let 7r : jRn ---+ jRk denote the 
canonical projection. Then 1f* 1 6 0 : �o ---+ jR� is an isomorphism, and therefore 
so is 7r * 1 6 q : �q ---+ jR�(q) for all q in some neighborhood U of O. It follows that 
there are unique vector fields Xi on U that belong to �, and are 7r-related to 
Di , 1 ::; i ::; k. Thus, 7r* [Xi , Xj ] = O. But [Xi , Xj ] E � and 1f* is one-to-one 
on �, so that [Xi , Xj ] == O. By Theorem 8 . 2 ,  there exists a chart (U, x) around 
the origin, with x(U) = r and Xi l u = 8/8xi . 

Let f = 1f2 0 X : U ---+ In-k , where 7r2 : jRn ---+ jRn-k denotes projection. f 
has maximal rank everywhere , and the above slices are the manifolds f-l (a) , 
a E In-k . If N is the slice containing q E U, then by Proposition 6 . 2 ,  

� *Nq = {v E lVIq I f* v = O} = {v E lVIq I v (xk+j ) = O , j = 1 ,  . . .  , n - k} 

= span {� Iq } , 8x" lSiSk 
so that N is an integral manifold of �. 

Conversely, suppose N i s  an  integral manifold o f  � contained in  U. Given 
v E Nq , � * v belongs to �q = span{aj8xi l qh<i<k ' so that �* v (xk+j ) = O. Thus, 
(xk+j o �) * q = 0 for every q E N. Since N is-c�nnected, xk+j o � is constant by 
Exercise 10 . D 

DEFINITION 9 . 3 .  A k-dimensional foliation F of lV! is a partition of lV! into 
k-dimensional connected immersed submanifolds, called leaves of F, such that 

( 1 )  the collection of tangent spaces to the leaves defines a distribution �,  
and 

(2) any connected integral manifold of � is contained in some leaf of F. 
A leaf of F is then also referred to as a maximal integral manifold of �, and � 
is said to be induced by F. 

THEOREM 9 . 2  (Frobenius Theorem) . Every integrable distribution of lV! is 
induced by a foliation of lV!. 

PROOF .  By Theorem 9 . 1  and the fact that lV! i s  second-countable, there 
exists a countable collection C of charts whose domains cover lV!, such that for 
any (U, x) E C ,  the slices 

{q E U I xk+l (q) = ak+ l , . . . , xn (q) = an } 
are integral manifolds of the distribution �. Let S denote the collection of all 
such slices , and define an equivalence relation on S by S � S' if there exists 
a finite sequence So = S, . . .  , Sz = S' of slices such that Si n Si+l Ie '" for 
i = 0 ,  . . .  , l - 1 .  Each equivalence class contains only count ably many slices 
because a slice S of U can intersect the domain V of another chart in C in only 



1 0 . MULTILINEAR ALGEBRA AND TENSORS 29 

countably many components of V, since 5 is a manifold. The union of all slices 
in a given equivalence class is then an immersed connected integral manifold 
of �, and two such are either equal or disjoint . By definition, any connected 
integral manifold of � is contained in such a union. D 

EXAMPLES AND REMARKS 9 . 1 .  (i) Leaves need not share the same topol­
ogy: Let 53 = { (Zl , Z2 ) E rc2 1 I Zl 1 2 + I Z2 1 2 = I } ,  and for a E lR, consider the 
one-dimensional foliation F of 53 defined as follows : the leaf through (Zl , Z2 ) is 
the image of the curve c : lR ---+ 53 , c(t) = (zl eit , z2 eiat ) .  vVhen a is irrational, 
some leaves will be immersed copies of lR, while others (the ones through ( 1 , 0) 
and (0 , 1 ) )  are imbedded circles . The foliation corresponding to a = 1 is known 
as the Hopf fibration . 

(ii) Let M be the torus 5;/J2 x 5;/J2 = { (Zl , Z2 ) E rc2 I I zl 1 2 = I Z2 1 2 = 

1/2} .  JVI is a submanifold of 53 , and the foliation from (i) above induces one 
on lV!. If a is irrational, it is easy to see that each leaf is dense in lV!. 

EXERCISE 23 . Define an inner product on  the tangent space o f  lRn at 
any point p so that Jp : lRn ---+ lR; becomes a linear isometry; i . e . , (u , v) 
(Jp- 1u , Jp- 1v) for u, v E lR; , with the right side being the standard Euclidean 
inner product. Let � denote the two-dimensional distribution of 53 which is 
orthogonal to the one-dimensional distribution induced by the Hopf fibration 
in Example 9 . 1 (i) . Show that � is not integrable . 

EXERCISE 24 .  Let 7r : lV!n ---+ iVn-k be a surjective map of maximal rank 
everywhere . Show that the collection of pre-images 7r-1 (q) , as q ranges over iV, 
i s  a k-dimensional foliation o f  lV!. 

10 .  Multilinear Algebra and Tensors 

The material in this section is fairly algebraic in nature. The modern 
interpretation of many of the important results in differential geometry requires 
some knowledge of multilinear algebra; Stokes' theorem, Chern-\'Veil theory 
among others are formulated in terms of differential forms, which are tensor­
valued functions on a manifold. Here, we have chosen \,Varner's approach [36] , 
which is in a sense more thorough than Spivak 's [34] . 

The free vector space generated by a se t A is the set F(A) of all functions 
f : A ---+ lR which are 0 except at finitely many points of A, together with 
the usual addition and scalar multiplication of functions. The characteristic 
function fa of a E A is the function which assigns 1 to a and 0 to every 
other element . If we identify elements of A with their characteristic functions, 
then any v E F(A) can be uniquely written as a finite sum v = L aiai , with 
ai = v(ai ) E R In other words , A is a basis of F(A) . 

Let V and VV be finite-dimensional real vector spaces, and consider the 
subspace .:t(V x VV) of F(V x VV) generated by all elements of the form 

(VI + v2 , w) - (VI, w) - (V2 , w) , (v , WI + W2 ) - (v , WI ) - (v , W2 ) ,  
(av, w) - a(v , w) , (v , aw) - a(v , w) , a E lR, v , vi E V, w , wi E VV.  

DEFINITION 1 0 . 1 .  The tensor product V ® vv is the quotient vector space 
F(V x W)/.:t(V x W) . 
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The equivalence class (v , w) + F(V x VV) is denoted v ® w. The first relation 
above implies that (VI + V2 ) ® w = vI ® W + V2 ® w, and similar identities follow 
from the others. 

When VV = lR, V ® lR is isomorphic to V, by mapping v ® a to av for 
a E lR, v E V, and extending linearly. Yet another simple example is the 
complexification of a vector space: Recall that the set C of complex numbers is 
a real 2-dimensional vector space. The complexification of a real vector space 
V is V ® c. Given v E V, Z = a + bi E C, the element v ® Z = v ® a + v ® bi is 
usually written as av + ibv .  

Given vector spaces VI , . . .  , Vn , and Z, a map 711 : VI X . . .  X Vn ---+ Z i s  said 
to be multilinear if 

for all Vi , W E Vi ,  a E R vVhen n = 2, a multilinear map is also called bilinear. 
The next lemma characterizes such maps as linear maps from the tensor product 
VI ® . . .  ® Vn to Z: 

LEMMA 10 . 1 .  Let 1f : V x vV ---+ V ® VV denote the bilinear map 1f ( v, w) = 

v ® w. For any vector space Z and bilinear map b : V X W ---+ Z, there exists 
a unique linear map L : V ® VV ---+ Z such that L 0 1f = b. Conversely, if X is 
a vector space that satisfies the above property (namely, there exists a bilinear 
map p : V x vV ---+ X such that if b : V x vV ---+ Z is any bilinear map into some 
space Z, then there exists a unique linear map T : X ---+ Z with T o  p = b), then 
X is isomorphic to V ® vV. 

PROOF . Since V x VV is a basis of V ® VV, b induces a unique linear map 
f : F(V x vV) ---+ Z such that f o� = b, where � : V x vV ---+ F(V x VV) is inclusion. 
Since b is bilinear, the kernel of f contains .t(V ® VV) , and f induces a unique 
linear map L : V ® VV ---+ Z such that L 0 7f = f, where 7f : F(V x vV) ---+ V ® VV 
denotes the projection. Thus, L 0 1f = L 0 7f 0 � = f 0 � = b . 

Conversely, i f  X i s  a space a s  in  the statement , then there exist linear maps 
T : X ---+ V ® VV and L : V ® VV ---+ X such that the diagrams 

and 

comnlute. 

V x W  V x W  

pl l� 
X T V ® W .-.. 

V x W  V x W  

pl l� 
X 

L V ® W +--
Thus, T and L are mutual inverses. D 

For vector spaces V and VV, Hom(V, VV) denotes the space of all linear 
transformations from V to VV with the usual addition and scalar multiplication. 
Choosing bases for V and VV (which amounts to choosing isomorphisms V ---+ 
lRn , VV ---+ lRm) yields isomorphisms 

Hom(V, VV) � Hom(lRn , lRm) � lVim,n 
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with the space l"\!Im,n of m x n real matrices . In particular , dim Hom(V, VV) = 
dim V . dim VV. The dual V* of V is the space Hom(V, JR) � 1"\!I1 ,n � JRn � V. 
This noncanonical (because it depends 0 n the choice of basis) isomorphism 
between V* and V is equivalent to saying that if {ed is a basis of V, then {on 
i s  a basis of V* (called the dual basis to {ed) , where ai is the unique element 
of V* such that ai (ej ) = Oij . 

Notice, however ,  that there is a canonical isomorphism L : V ---+ V** , given 
by 

(Lv) (a) = a(v ) ,  v E V, a E V* . 

PROPOSITION 1 0 . 1 .  V* ® vv is canonically isomorphic to Hom(V, VV) . In 
particular, dim(V ® W) = dim V . dim W.  In fact if {ed and {fJ } are bases of 
V and W respectively, then {ei ® fJ}  is a basis of V ® W.  

PROOF. The map 
V* x vV ---+ Hom(V, vV) , 

( a, w) f---;> (v f---;> (av) . w) 
is bilinear, and by Lemma 1 0 . 1  induces a unique linear map L : V* ® VV ---+ 
Hom(V, VV) . L is easily seen to be an isomorphism with inverse T f---;> L ai ® 
T(ei ) , where {ei } and {ai } are any dual bases of V and V* respectively. As 
to the second statement , if v = L ai ei E V and w = L bjfJ E VV, then 
v ® w = Li ,j ai bj ei ® fJ ,  so that {ei ® fj } is a spanning set for V ® W. It must 
then be a basis by dimension considerations . D 

Thus , for example, V ® JR � V**  ® JR � Hom(V* , JR) � V**  � V. 

DEFINITION 10 .2 .  A tensor of type (1', s ) i s  an element of the space 

� 
Tr s (V) := V ® . . .  ® V ® V* ® . . .  ® V* . , � r 

Our next aim is to show that Tr,s (V) may be naturally identified with the 
space l"\!Is,r (V) of multilinear maps V x . . .  x V x V* x . . .  x V* ---+ JR (s copies of 
V, l' copies of V* ) . For example , a bilinear form on V (e .g . ,  an inner product) 
is a tensor of type (0 , 2) . 

Recall that a nonsingular pairing of V with VV is a bilinear map b : V x vV ---+ 
JR such that if the restriction of b to {v} x VV, respectively V x { w } ,  is iden tically 
0, then v ,  respectively w, is 0 for any v E V and w E VV. '''Then V and VV are 
finite-dimensional, such a pairing induces isomorphisms V ---+ VV * and VV ---+ V* : 
Define L : V ---+ VV * by (Lv)w = b (v , w) . L is one-to-one , and since b induces 
a similar map from VV to V* , V and VV must have the same dimension, and L 
is an isomorphism. The isomorphism V � V**  above comes from the pairing 
b :  V x V* ---+ JR, b (a , v) = a(v ) .  

PROPOSITION 1 0 . 2 .  Tr, s (V) is canonically isomorphic t o  l"\!Is,r (V) . 

PROOF. Define a nonsingular pairing b of Tr, s (V) with Tr, s (V* ) as follows: 
for U = U1 ® . . .  ® Ur ® V;+l ® . . .  ® v;+s E Tr, s (V) and v * = v{ ® . . .  ® 
v; ® Ur+ l ® . . .  ® Ur+s E Tr, s (V* ) (such elements are called decomposable ) ,  
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set b( u ,  v * )  : =  I1 v; (Ui ) ,  and extend bilinearly to all elements . Together with 
Lemma 1 0 . 1 ,  this yields the sequence of isomorphisms 

It follows that under the above identification, an element Ul ® . . .  ® Ur ® ui ® 
. . .  ® u; E Tr, s  (V) is a multilinear map VS x v*r ----+ lR satisfying 

r 

Ul ® . . .  ® Ur ® u � ® . . .  ® u; (VI , . . .  , Vs ,  V � , . . .  , V; ) = II V; ( Ui ) II uj (Vj ) . 
i= 1 j= 1 

D 

As an elementary example, consider a manifold lVIn , p E lVI, and a chart 
(U, x) around p. Set V = lVIp .  Then {dx1p ® dxfph:S;i ,j:S;n is a basis of VO, 2 ' By 
Proposition 10 . 2 ,  dxi ® dxj (v , w) = dxi (v)dxj (w) . 

It is convenient to group all the tensor spaces into one: The tensor algebra 
of V is the graded algebra T(V) = ffir,s�oTr, s  (V) with the multiplication ® : 
Trl , S l  (V) X Tr2 , S 2  (V) ----+ Trl +S I , r2 +S2 (V) . The subalgebra To (V) = ffirTr, o (V) is 
called the algebra of contravariant tensors . Let I(V) denote the ideal of To (V) 
generated by the set of elements of the form V ® v ,  V E V. '-'Ire may write 
I(V) = ffirIr (V) , where Ir (V) = I(V) n Tr,o (V) . 

DEFINITION 1 0 . 3 . The exterior algebra of V is the graded algebra A(V) = 

To (V)! I(V) . 

Observe that A(V) = ffik>oAdV) , where Ao (V) = lR, ih (V) = V, and 
Ak (V) = Tk ,O (V)/ h (V) for k ;; 1 . The multiplication in To (V) induces one in 
A(V) , called the wedge product , and denoted /\ : If 7r : To (V) ----+ A(V) denotes 
the projection, then 

7r(Vl ® . . .  ® Vk )  = VI /\ . . .  /\ vk ' 

PROPOSITION 1 0 . 3 . If {el , . . .  , en } is a basis of V ,  then {ei l /\ · · · /\ ei k I 
1 ::; i l < . . .  < ik ::; n} is a basis of Ak (V) , Thus, dim Ak (V) = (�) for k ::;  n, 
An (V) � lR, and An+k (V) = O .  

PROOF . Since (ei + ej ) /\ (ei + ej ) = 0 ,  e i /\ ej = -ej /\ ei , so  the set in  the 
statement spans ih (V) . To see that it is linearly independent , suppose that 
L:j ajeid /\ . . .  /\ eid = O. Fix j ,  and let ejl ' . . .  , ejn_ k be those basis vectors 
that do not appear in the expression eid /\ . . .  /\ eid ' Observe that for l # j ,  
the set {ei l l , . . .  , ei kd intersects {ejl , . . .  , ejn_ k } ' Thus, 

0 =  (� al ei l l  /\ . . .  /\ ei k) /\ (ej] /\ . . .  /\ ejn_ k ) = ±aj el /\ . . .  /\ en , 

and it only remains t o  show that el /\ . . .  /\ en # 0, or equivalently, that el ® . . .  ® 
en tf- In (V) . But any w E In (V) can be uniquely written as a linear combination 
of terms ej] ® . . .  ® ejn ' each of which either satisfies ji = jH 1 for some i , or else 
comes paired with another term of the form ejl ® . .  ·®eji+ 1 ®eji ® . .  ·®ejn bearing 
the same scalar coefficient . This is clearly not the case for el ® . . .  ® en . D 
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Given a space W, a multilinear map m : Vk ----+ VV is said to be alternating 
if m ( . . .  , v, . . .  , v , . . .  ) = O. v\Then W = IR, the space of such maps will be 
denoted Ak (V) , Just as multilinear maps can be viewed as linear maps from a 
tensor algebra, Exercise 26 establishes that alternating multilinear maps from 
Vk can be considered as linear maps from Ak (V) . 

PROPOSITION 10 . 4 . There are canonical isomorphisms ih (V* ) � Ak (V) * � 
Ak (V) , 

PROOF. The second isomorphism is the one induced from Exercise 26 . For 
the first one, there is a unique bilinear map b : ih (V* ) X Ak (V) ----+ IR which is 
given on decomposable elements by 

It determines a nonsingular pairing, and therefore an isomorphism Ak (V * ) � 
Ak (V) * . D 

Observe that under the identification Ak (V* ) � Ak (V) , 

(v� /\ . . .  /\ Vk ) (Vl , . . .  , Vk ) = det (v;vj ) .  

Moreover, A(V) : =  ffikAk (V) � ffiAk (V* ) = A(V* ) ,  so that A(V) is a graded 
algebra. Now, if u E Ak (V) , v E AI (V) , then u /\ v  = ( _ l) kl v /\ u , as follows 
by writing u and v in terms of decomposable elements and considering the case 
k = l = 1 . It follows that 

PROPOSITION 1 0 . 5 . For a E Ak (V) and (3 E AI (V) , 

a /\ (3( VI , . . .  , Vk+L ) = L (sgn a )a ( Va ( 1) , . . .  , Va(k) )(3 ( Va (Hl) , . . .  , Va (HI) ) 
a E Pk+ l  

(Here, PHI is the group oj all permutations oj { I , . . .  , k + l} ,  and PHI is the 
subset oj all (k, l)-shuffies; i. e . ,  those permutations a with a ( l )  < . . .  < a (k) 
and a (k + 1 )  < . . .  < a (k + l)) .  

PROOF . It suffices to establish the result for decomposable elements a = 

ui /\ . . .  /\ u� and (3 = wi /\ . . .  /\ wt . Notice that 

a(vl , . . .  , Vk ) = det(u;vj ) = L (Sgl1 T )U �VT( l ) . . .  U�VT(k ) 
T E Pk 

by definition of the determinant . Given a E Pk+l ,  let Wi = Va(i) ' so that 

a (Va( l ) , " "  Va (k ) ) = a (wl , . . .  , Wk ) = L (Sgl1 T )U �WT(l) . . .  U�WT(k) 
T E Pk 

= L (sgn T)u� VaT( l) " . U�VaT(k) ' 
T E Pk 
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Now, for any a E Pk+Z , there exist unique Tk E Pk , TZ E Pz , and (k, l)-shuffle a 
such that a (i) = aTk (i) for i ::; k and a (k + i) = a(k + Tz (i ) ) for i ::; l. Thus, 

L (sgn a )ex ( Va( I) , . . .  , Va (k) ) (3( Va (k+ I) , . . .  , Va (k+ l ) ) 
aEPk+1 

= L (sgn a) L (sgl1T)U�VaT( I ) " . U�VaT(k) 
aEPk+1 TEPk 

. L (sgn T)W� Va (k+T ( I ) )  . . .  WiVa(kh ( Z ) )  
TEP, 

aEPk+1 
= (u� /\ . . .  /\ u� ) /\ (w� /\ . . .  /\ Wi ) ( VI , . . .  , Vk+Z ) = (ex /\ (3) ( VI , . . .  , Vk+z ) ' 

The second identity is left as an exercise. D 

EXAMPLE 10 . 1 . Let lV!n be a manifold, and (U, x) a chart around some 
p E M . Then {dxlp /\ dxfph<:::i<j<:::n is a basis of A2 (M; ) 9' A2 (Mp ) ,  and 

dxi /\ dxj (u , v ) = dxi (u) dxj (v) - dxi (v) dxj (u) , U , V E Mp . 
Any 2-form w E  A2 (1V!p) can be written as W = LI<i<l"<n wij dx'l" /\ dxll ' , with 

- - p p 
w (8j8xk lp , 8j8xZ l p )  = L Wij dxi /\ dxj (8j8xk lp , 8j8xZ l p )  = WkZ for k < l .  

iff 

EXERCISE 25 .  Show that V ® VV is canonically isomorphic to VV ® V. 
EXERCISE 26 .  (a )  Prove that a multilinear map 111, : Vk ----+ VV is alternating 

111, (Va ( l ) , " .  , Va (k ) ) = (sgn a)111, (vI " " , Vk ) ,  Vi E V, a E Pk . 
(b) Let 7r : Vk ----+ AdV) denote the alternating multilinear map sending 

(VI , . . . , Vk ) to VI /\ . . . /\ Vk · Show that if 111, : Vk ----+ VV is alternating multilinear, 
then there exists a unique linear L : Ak (V) ----+ VV such that L 0 7r = 111, . 

EXERCISE 27. Prove the second identity in Proposition 10 . 5 .  

EXERCISE 28 .  Show that vectors VI , . . .  , Vk E V are linearly independent 
iff VI /\ . . .  /\ Vk i O .  

EXERCISE 29 . Let (V, ( , ) )  denote an  n-dimensional inner product space, 
and o (V) the Lie algebra of all skew-symmetric linear endomorphisms of V 
from Exercise 20 .  Consider the linear map L A2 (V) ----+ 0 (V) defined on 
decomposable elements by 

(L(u /\ v ) ) (w) = (v , w)u - (u, w)v , U , V , W E V. 
Prove that L is an isomorphism. 

EXERCISE 30 .  (a) Show that if dim V =3, then any element of A2 (V) is 
decomposable. 

(b) Show that (a) is false if dim V > 3. (Hint: consider UI /\ U2 + U3 /\ U4 , 
where the u/s are linearly independent . )  

(c) Prove that nevertheless ,  any element in  A2 (V)  can be written a s  UI /\ 
U2 + . . .  + Uk- I /\ Uk , where the u/s are linearly independent . 
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1 1 .  Tensor Fields and Differential Forms 

'''Te can now do with tensors what we did with vectors when defining vector 
fields; i . e . ,  assign to each point p of a manifold JVI a tensor of a given type in 
the tangent space lV!p of lV! at p in a differentiable way. This is conveniently 
done by introducing the following concepts: 

DEFINITION 1 1 . 1 . Let lV!n denote a manifold. The three sets Tr, s OV!) := 
UpEMTr,s (Mp) , Ak (M) := UpEMih (M; ) ,  and A* (M) := UpEMA(Mn are called 
the bundle oj tensors oj type (r, s) over lV!, the exterior k-bundle over lV!, and 
the exterior algebra bundle over lV!, respectively. 

The term "bundle" will be explored further in the next chapter . For now, 
observe that each of these sets admits a natural map 7r onto lV!, called the 
projection , which sends a tensor on lV!p to the point p itself. The following 
proposition should be compared to our construction of the tangent bundle of 
M. 

PROPOSITION 1 1 . 1 . The differentiable structure on lV! induces differentiable 
structures on Tr, s OV!), Ak (lV!) , and A * (lV!) Jar which the projection onto lV! are 
submersions. 

PROOF . Given a chart (U, x) of M, consider bases {8j8x1p } and {dx1p } 
of lV! p and lV!; respectively. These in turn induce bases for the vector spaces 
Tr,s (lV!p) , ih (lV!; ) ,  and A* (lV!p) ;  i . e . ,  isomorphisms Lp between these spaces 
and the Euclidean space ]Rl for appropriate choices of l. This yields bijective 
maps (x 0 7r, L) : 7r- l (U ) ----+ x(U) X ]Rl , where L(u) := L7r(u) (u) . Endow each 
space with the topology for which these maps become local homeomorphisms. 
It follows that the collections of such maps are differentiable atlases , and the 
projections onto lV! are differentiable submersions . D 

'''Te will denote by the same letter 7r the projections of all three bundles 
onto lV!. 

DEFINITION 1 1 . 2 . A tensor field oj type (r, s) on lV! i s  a (smooth) map 
T : lV! ----+ Tr, s OV!) such that 7r 0 T = 1M . A differential k-Jonn on lV! is a map 
Q : M ----+ Ak (M) such that 7r 0 Q = 1M . 

Notice that a vector field on lV! is just a tensor field of type ( 1 ,0) . The 
following proposition is proved in the same way as we did for vector fields: 

PROPOSITION 1 1 . 2 . T is a tensor field oJ type (r, s) on lV! iff Jor any chart 
(U, x) oj M, 

� 8 8 · . 
Til u = T . . . . --. ® . . .  ® --. ® dxJ 1 ® . . .  ® dxJs 2 1 , · · · , 2 1' ,)1 " " ,)3  ax'L l oxLr 

Jor smooth Junctions Ti 1 , . . .  , ir ;j " . . .  ,js on U. Similarly, Q is a differential k-Jonn 
on M iff 

l <:: i l  < · · - <ik <::n 

Jor smooth Junctions Qi l . . .  i k  on U. 
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Observe that the functions in Proposition 1 1 .2 satisfy 

( . . 0 0 ) Ti" . .  , ir ;j" . . .  ,js = T dX"l , . . .  , dx"r , oxjl ' . . .  , oxjs ' 

ai " . . .  , ik = a ( O
:
i l , . . .  , O

:
i k 
) 

. 

EXAMPLES AND REMARKS 1 1 . 1 . (i) Let (U, x) and (V, y) be charts of Mn . 
Then on u n V,  

dyl /\ . . .  /\ dyn = det D(y 0 x-I ) dx1 /\ . . .  /\ dxn 

because dyl /\ . .  · /\dyn (% xl , . . .  , % xn ) = det(dyi (% xj ) )  = det Dj (yi ox-I ) .  
(ii) A Riemannian metric on a manifold lVJ is a tensor field 9 of type (0 , 2) 

on lVJ such that for every p E lVJ, g(p) is an inner product on lVJp .  
'-'Ire denote by Ak (M) the set o f  all differential k-forms on lVJ, and by A(M) 

the collection of all forms. Given a ,  (3 E A(lVJ) , a E lR, define aa, a + {3, a /\ (3 E 

A(M) by setting 

(aa) (p) = aa(p) , (a + {3) (p) = a(p) + {3(p) , (a /\ {3) (p) = a(p) /\ {3(p) , p E M. 
A(lVJ) then becomes a graded algebra with these operations. 

Since A� (M) = UpEMAo(M;) = UpEMlR = M x lR, Ao (M) is naturally 
isomorphic to F(lVJ) if we identify a E Ao (lVJ) with f = 7f2 0 a, where 7f2 : 
lVJ x lR ---+ lR is projection. For f E Ao (lVJ) , we write fa instead of f /\ a. Thus, 
A(M) is a module over F(M) . 

Any a E Ak (lVJ) is an alternating multilinear map 

a :  X(M) x · · ·  x X(M) ---+ F(M) , 
Moreover, a is linear over F(lVJ) ; i . e . , 

The converse is also true: 

PROPOSITION 1 1 .3 . A multilinear map T : X(M) x . . .  x X(M) ---+ lR is a 
tensor field iff it is linear over F( lVJ) . 

PROOF . The condition is necessary by the above remark. Conversely, sup­
pose T is multilinear and linear over F(lVJ) . '-'Ire claim that T "lives pointwise" : 
If Xi lp = Yilp for all i , then T(XI , . . .  , Xk ) (p) = T(YI , . . .  , Yk ) (p) . To see this, 
assume for simplicity that k = 1 ,  the general case being analogous. It suf­
fices to establish that if Xp = 0 ,  then T(X) (p) = O .  Consider a chart (U, x) 
around p, and write Xw = L fi 0/ oxi with Ii (p) = O .  Let V be a neigh­
borhood of p whose closure is contained in U, and ¢ a nonnegative function 
with support in U which equals 1 on the closure of V. Define vector fields 
Xi on lVJ by setting them equal to ¢ 0/ oxi on U and to 0 outside U. Sim­
ilarly, let gi be the functions that equal ¢ Ii on U and 0 outside U. Then 
X = ¢2X + ( 1 - ¢2 )X = L giXi + ( 1 - ¢2 )X ,  and 

(TX) (p) = L gi (P) (TXi ) (p) + ( 1 - ¢2 (p) ) (TX) (p) = 0 ,  

establishing the claim. 
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'''Te may therefore define for each p E lVf an element Tp E TO ,k (lVfp) by 

for any vector fields Xi with Xi lp = Ui . The map p f---+ Tp is clearly smooth. D 

EXAMPLES AND REMARKS 1 1 . 2 .  (i) Given a, (3 E A1 (M) and X, Y E 
X(M) , 

(a /\ (3) (X, Y) = a (X)(3(Y) - a(Y)(3(X) . 

(ii) Recall that for f E F(M) and p E M, df (p) is the element of M; given 
by df (p)u = u (J) for u E Mp . The assignment p f---+ df (p) defines a differential 
I-form df , since in a chart (U, x) , dfl U = L.i (8f /8xi ) dxi with 8f /8xi E F(U) . 
df is called the differential of J. Observe that d :  Ao (M) ---+ AI (M) and that 
d(J g) = f dg + gdf · 

THEOREM 1 1 . 1 .  There is a unique linear map d : A (lVf) ---+ A(M) , called 
the exterior derivative operator such that 

(i) d :  Ak (M) ---+ Ak+I (M) , k E N; 
(ii) d(a /\ (3) = da /\ (3 + (-I ) ka /\ d(3, a E Ak (M) , (3 E A(M) ; 
(iii) d2 = 0; and 
(iv) for f E Ao (M) , df is the differential of f .  

PROOF . vVe will first define d locally in  terms o f  charts, and then show that 
the definition is independent of the chosen chart . An invariant formula for d 
will be given later on. 

Given p E lVf,  and a chart (U, x) around p, any form a defined on a neighbor­
hood of p may be locally written as a = L. aIdxI , where I ranges over subsets 
of { I , . . .  , n} ,  dxI = dXi1 /\ . . .  /\ dXik if I = {il , · . · , id with il < . . .  < ik (or 
dxI = 1 if I = 0) , and the aI are smooth functions on a neighborhood of p. 
Define 

'''Te first check that d satisfies the following properties at p: Given a E Ak (lVf) , 
( 1 )  da(p) E Ak+ I (iVf; ) ;  
(2) if a = (3 on a neighborhood of p ,  then da(p) = d(3(p) ; 
(3) d(aa + b(3) (p) = ada(p) + bd(3(p) , a, b E IR, (3 E A(M) ; 
(4) d(a /\ (3) (p) = da /\ (3(p) + (-I ) k a /\ d(3(p) ; 
(5) d(df) (p) = 0, f E Ao (M) . 

Properties ( 1 )-(3) are immediate . To establish (4) , we may, by (3) , assume that 
a = f dxI and (3 = gdxJ . In case I and/or J are empty, the statement is clear 
from the definition and the fact that (4) is true for functions. Otherwise , 

d(a /\ (3) (p) = d(JgdxI /\ dxJ) (p) = (df (p)g(p) + f (p)dg(p)) /\ (dxI /\ dxJ ) (p) 
= (df (p) /\ dxI (p)) /\ (g(p)dxJ (p) ) 

+ (- I ) k (J (p)dxI (p)) /\ (dg(p) /\ dxJ (p)) 
= da(p) /\ (3(p) + (_ I ) k a(p) /\ d(3(p) . 
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( 82 f 82 f ) . . 
= '" � (p) - � (p) dx" (p) 1\ dxJ (p) = O . � ux"uxJ uxJ ux" i<j 

Next , we verify that d is well defined; i . e . , independently of the chosen chart . 
Suppose d' is defined in the same way relative to some other chart around p. 
Then df (p) = d'f (p) for functions f. Furthermore, d' satisfies properties ( 1 ) 
through (5) , so 

d' a (p) = L d' ( aJdxJ) = L d' aJ (p) 1\ dxJ (p) + aJ (p )d' (dxJ) (p) 

= L daJ (p) 1\ dxJ (p) + aJ (p ) d' (dxJ ) (p) , 

and it only remains to show that d' (dxJ) (p) = O. But this follows immedi­
ately from applying (4) to d' (dxi 1 1\ . . .  1\ dxik ) (p) , together with the fact that 
d'(dxi ) (p) = d'(d'xi ) (p) = O. Thus, d = d' ,  and d is well defined. Moreover, d 
clearly satisfies the statements (i)- (iv) of the theorem. 

It finally remains to establish uniqueness . Let d' be any operator satisfying 
the properties of the theorem. By the previous argument , it suffices to show 
that d' satisfies properties ( 1 )-(5) . All but (2) are immediate. For (2) , it 
is enough to show that if a E A(A1) is 0 on a neighborhood U of p, then 
d' a (p) = O. To see this, let ¢ be a nonnegative function which is 0 on a 
neighborhood of p whose closure is contained in U and 1 on JVI \ U. Then 
¢a = a, and d'a(p) = d'(¢a) (p) = d'¢(p) 1\ a(p) + ¢(p)d'a(p) = O. This 
establishes uniqueness . D 

DEFINITION 1 1 .3 . a E A(M) is said to be closed if da = 0, and is said to 
be exact if a = d{3 for some (3 E A(M) . 

It follows from Theorem 1 1 . 1 that every exact form is closed. ,,,1 e will later 
see that the converse is true locally. 

EXAMPLE 1 1 . 1 . Let JVI = ]R 2 \ {O} . We claim there exists a closed I-form 
a on JVI which is not exact, even though any point of JVI has a neighborhood 
such that the restriction of a to this neighborhood is exact : Roughly speaking, 
if e is the classical polar coordinate angle on lVI, then a = de locally. To make 
this more precise, let L denote the half-line [0 , 00) x 0 in ]R2 , and consider the 
map F :  (0 , 00 ) x (0 , 21r) _-,> ]R2 \ L given by F (al , a2 ) = (al cos a2 , al sin a2 ) ' 
Since F is a diffeomorphism, we may define polar coordinate functions l' and e 
on R2 \ L by l' = u1 0 F-1 , e = u2 0 F-1 . 

In order to extend de to all of lVI, fix any a E (0 ,  21r) , and define P : (0 ,  00 ) x 
(a ,  21r + a) --'> ]R2 \ L by the same formula as for F; here L denotes the half-line 
from the origin passing through (cos a, sin a) . P is also a diffeomorphism, and 
has an inverse P- l = (1', e) .  

- -

On their common domain, e = e or e = e + 21r. ,,,1 e may therefore define a 
global I-form a on lVI by setting it equal to de on ]R2 \ L, and to de on ]R2 \ L. 
a is closed since it i s  locally exact, bu t there is no function f on lVI such that 
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a = df : For otherwise, d(J - e) = 0 on ]R2 \ L implies that f = e + c on ]R2 \ L 
for some constant c. Similarly, f = (j + c on ]R2 \ L for some constant c. This 
would imply that e + c = (j + c on all of ]R2 \ (L u L) , which is false. 

In general, the collection Zk (lV!) of closed k-forms on lV! i s  a vector space, 
and the collection Bk (lV!) of exact k-forms is a subspace. 

DEFINITION 1 1 .4 .  The k- th (de Rham) cohomology vector space of lV! is 
the space Hk (M) = Zk (M)/ Bk (M) . 

Thus , Hk (lV!) = 0 iff every closed k-form on lV! is exact. '''Then k = 0, we 
define HO (lV!) := Zo (lV!) . If lV! is connected, it follows from Exercise 10 that 
HO (M) � lR. 

DEFINITION 1 1 .5 .  Let f :  lV! ----+ N be differentiable. For a E Ak (N) , define 
the pullback of a via f to be the k-form f*a on lV! given by 

In the special case that k = 0, i . e . , when a is a function ¢ on lV!, define 
J* ¢ = ¢ o f · 

Clearly, f* : A(N) ----+ A(M) is linear . 

THEOREM 1 1 . 2 .  If f : lV! ----+ N is differentiable, then 
( 1 )  f* : A(N) ----+ A(M) is an algebra homomorphism, 
(2) df* = J* d, and 
(3) f* induces a linear transformation f* : Hk (N) ----+ Hk (M) . 

PROOF . In order to establish ( 1 ) , notice that because f* is linear, it suffices 
to check that f* (al /\ . . .  /\ ak ) = J*al /\ . . .  /\ J*ak for I-forms ai on N. But 
if Xl " ' " Xk E X(M) , then 

j* (al /\ . . .  /\ ak ) (X1 , . . .  , Xk ) = (al /\ . . .  /\ ak ) 0 f (J*Xl , . . .  , f*Xk ) 
= det ( (ai 0 J) (J*Xj ) )  = det (J* ai (Xj ) )  

= J* al /\ . . .  /\ j* ak (X1 , . . .  , Xk ) ' 
(2) '''Te first prove the statement for functions. If ¢ E F(N) and X E X(lV!) , 

then 

j* d¢(X) = (d¢) 0 f(J*X) = (J*X)¢ = X (¢ 0 J) = d(¢ 0 f) (X) = d(j* ¢) (X ) ,  

so (2) holds on  Ao (N) . In the general case, a E A(N) may locally b e  written 
as a = L: a [dXi l /\ . . .  /\ dXik . By the above and ( 1 ) , 

j* a = 2:)ar 0 f)j* dXi 1 /\ . . .  /\ j* dXik = 2:)ar 0 J)dJ*xi l /\ . . .  /\ dj*Xi k , 

so that 
dJ* a = L d(ar 0 f) /\ j* dXi 1 /\ . . .  /\ j* dXik 

= L j* da[ /\ j* dXi1 /\ . . .  /\ j* dXik 

= j* (L dar /\ dXi , /\ . . .  /\ dXik ) = j* da. 

The last statement in the theorem is a direct consequence of the first two . D 
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'''Te end this section with a coordinate-free characterization of the exterior 
derivative operator d. The proof uses concepts and results from Exercises 33 
and 34 below. 

THEOREM 1 1 . 3 .  If w E A,, (M) and XO , XI , . . .  , X" E X(M) , then 
" 

dw(Xo , . . .  , X,, ) = 2.) -1 ) iXi (w(Xo , . . .  , ./Yi , . . .  , X,, ) 
i=O 

+ 2.:) -1 ) i+jw ( [Xi ' Xj ] ,  Xo , . . .  , Xi , . . .  , ./Yj ,  . . .  , X,, ) .  
i<j 

(The "hat" over a vector field means the latter is deleted') 

PROOF . vVe shall consider the case k = 1 ,  the general case being a straight­
forward induction. It follows from Exercise 33 that, in general, 

" 
(LxoW ) (XI , . . .  , X,, ) = Lxo (w (XI , . . .  , X,, ) )  - L w(XI , . . .  , LXoXi , · · · , X,, ) . 

i=l 
Together with Exercise 34, this implies that 

dw(Xo , Xl ) = (i (Xo )dw) (XI ) = (LXo W) (XI ) - d(i(Xo)W) (XI ) 
= LXo (w (Xd ) - W [XO , Xl ] - d(w(XO ) ) (XI ) 
= Xo (wXd - Xl (wXo) - w [XO , XI ] · 

EXERCISE 3 1 .  Show that the form a in Example 1 1 . 1 is equal to 
-u2 ul 

(u1 ) 2 + (u2 ) 2 du1 + (u1 ) 2 + (u2 ) 2 du2 . 

D 

EXERCISE 32 . Let a be a I-form on ]R2 , so that we may write a = hdu1 + 
h du2 for smooth functions Ii on ]R2 . 

(a) Show that da = 0 iff D2h = Dd2 . 
(b) Show that if a is closed, then it is exact. Thus, HI (]R2 ) = o .  
Hint: Fix any (a ,  b) E ]R2 , and show that a = df , where f i s  defined by 

f (x, y) = I: h (t , b )dt + I: h (x, t ) dt . 

EXERCISE 33 .  If w is a k-form on lVI, and X a vector field with flow <Pt , 
one defines the Lie derivative of w with respect to X to be the k-form given by 

1 
(Lxw) (p) = lim - [(<p�w) (p) - w(p) ] , P E M. t--+O t 

(a) Show that Lxf = Xf for f E Ao (M) . 
(b) Show that Lx (WI /\ . . .  /\ w,, ) = L:i WI /\ . . .  /\ LXWi /\ . . .  /\ w" for I-forms 

(c) Show that Lx 0 d = d o  Lx on Ao (M) . 
(d) Use (a) through (c) to show that Lx 0 d = d o  Lx on A(M) . 

EXERCISE 34 .  Given a vector field X on lVI, interior multiplication i (X) : 
AdM) ---+ A"-l (M) by X is defined by 

( i (X)w) (XI , . . .  , X"_ I ) := w (X, X1 , . . .  , X"- 1 ) ,  w E A,, (M) , Xi E X(M) . 
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Prove that Lx = i (X) 0 d + d o  i (X) (see Exercise 33) . 
12 .  Integration on Chains 

'-'Ire are now ready to generalize integration on Euclidean space to manifolds. 
Thanks to the work done in the preceding sections, we will be able to integrate 
differential forms rather than functions; one advantage lies in that the change 
of variables formula for integrals is particularly simple for differential forms . 

DEFINITION 1 2 . 1 .  A singular k-cube in a manifold iVln is a differentiable 
map c :  [0 , l ] k  ----+ M. (For k = 0, define [0 , 1 ] 0 = {O } , so that a singular O-cube 
is determined by one point c(O) E lVI) . The standard k-cube is the inclusion 
map Jk : [0 , l ] k  '---+ ]Rk .  

DEFINITION 1 2 . 2 .  Let w be a k-form on [0 , l ] k ,  and write w = fdu1 /\ . . .  /\ 
duk , where f = w( D1 , . . .  , Dk ) . The integral of w aver [0 , l ] k is defined to be 

( 1 2 . 1 )  r w = r f J[O , 1] k J[O , l ] k 
If w i s  a k-form on  a manifold lVI,  k > 0 ,  and c is a singular k-cube i n  lVI,  

the integral of w a ver c is 

( 1 2 . 2) 1 w = jo , 1 ] k 
c*w ,  

where the right side i s  defined in  ( 1 2 . 1 ) .  For k = 0 ,  Ie W :=  w (c(O) ) . 

EXAMPLES AND REMARKS 1 2 . 1 .  (i) In classical calculus, a vector field on 
the plane is a differentiable map F = (J, g) : ]R2 ----+ ]R2 . If c :  [0 , 1 ]  ----+ ]R2 is a 
curve (or a singular I-cube) in the plane , the integral of the vector field along 
c is defined to be Io1 (F 0 c, c' ) . In the current context , it equals Ie w ,  where w 
is the I-form dual to F: w = fdu 1 + gdu2 . This is because 

c*w (D ) = (w 0 c) (c) = (F 0 c, c') . 
(ii) (Change of Variables) Consider a singular n-cube c in ]Rn with det D (c) Ie 

0, and an n-form w = fdu 1 /\ . . .  /\ dun . The change of variables formula for 
multiple integrals translates into 

j w = ± j f 
e e [O , l] n 

' 

with the sign depending on whether the Jacobian matrix D ( c) of c has nonneg­
ative determinant . Indeed ,  

Thus, 

C*W (D 1 " ' " Dn ) = w 0 c(c*D1 , . . .  , c*Dn ) 
= (J 0 c)du1 /\ . . .  /\ dun (c*D1 , · . .  , c*Dn ) 
= (J 0 c) det(dui (c*Dj ) )  = (J 0 c) det(Dj (ui 0 c) )  
= (J 0 c) det D (c) . 

j w =  r (J o c) det D(c) = ± r (J o c) l det D(c) I = ± j f. 
e J[O ,W J[O ,W e [O , l ] n  
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(iii) (Independence of Parametrization) Let c be a singular k-cube in NI.  
I f  F i s  a diffeomorphism of  [0 , l] k with positive determinant , then the singular 
k-cube c := c o  F is called an orientation preserving reparametrization of c. In 
this case, Ie W = Ie w for any k-form w on lV!: 

j W = r (c o F) *w = r F* c*w = r c*w* = r c*w(Dl , . . .  , Dk ) coF l[o , 1] k l[o , 1] k 1 F 1 F [O , 1] k 

= r C*W(Dl " ' " Dk ) = j w ,  l[O , l ] k c 
where we used (ii) in the fourth equality. 

DEFINITION 1 2 . 3 . A k-chain in lV! is an element of the free vector space 
generated by the collection of all singular k-cubes in lV!. Thus, a k-chain has 
the form c = I::�=l aiCi , where ai E lR and each Ci is a singular k-cube .  The 
integml of a k-form w over the k-chain c = I:: aici is defined to be 

j w = L ai j w . 
C Ci 

,,,1 e will need the concept of boundary of a chain. For 1 :::; i :::; n, the (i ,  0) 
and (i , 1 ) faces of the standard n-cube In are the singular (n - I) -cubes I�o 
and I�l defined by 

I�o (a) = (al , " "  ai- I , 0, ai , · · · , an- I ) ,  
I�l (a) = (al , " "  ai- I , 1 ,  ai , · · · , an- I ) 

for a = (al , . . .  , an- l ) E [O , I ] n- l . Similarly, the (i , j ) face of the singular 
n-cube c is defined to be Ci ,j = C 0 I�j ' 1 :::; i :::; n, j = 0, 1 . 

The boundary o f  a singular n-cube c is the singular ( n  - I) -chain 
n 

For example, the boundary of a I-cube c is the chain OC = c( l )  - c(O) if we 
identify O-cubes with their values. The boundary of a O-cube c : {O} ----+ lV! is 
defined to be OC = 1 E R Notice that for I-cubes, OOC = O. We extend 0 
linearly to the space of n-chains. 

EXAMPLE 1 2 . 1 (The Fundamental Theorem of Calculus, or Stokes' Theo­
rem) . If f : lR ----+ lR is differentiable, and c is a singular I-chain in lR, then 

I df = r f. e lac 
Indeed ,  by linearity of the integral, we may, without loss of generality, assume 
that c is a singular I-cube. By the fundamental theorem of calculus, 

I df = r l
c* df (D) = rl

(J o c) ' = (J O C) ( I ) - (J O C) (O) = j f - j f 
c lo lo ee l) ceo) 

= r f. lac 
PROPOSITION 1 2 . 1 . 02 = O. 
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PROOF . Since 0 is linear, it suffices to show that ooc = 0 for a singular 
n-cube c. Now, 

The terms in this sum cancel pairwise because of the identity in Exercise 35 
below. D 

EXERCISE 35 .  Show that if i :::; j :::; n - 1 ,  and k, l = 0 ,  1 ,  then I�k o Ij,1 1 = 
1)+1 , 1 0 I�;;I . Deduce that (Ci , k )j , l = (Cj+ l , l ) i , k for a singular n-cube c. 

13. The Local Version of Stokes' Theorem 

'''Te saw in the previous section that the fundamental theorem of calculus, 
translated in the notation of chains and forms, says that fe dJ = fae J for a 
smooth function J and a singular I-cube in R This generalizes to the following: 

THEOREM 1 3 . 1  (Stokes' Theorem, Local Version) . IJ C is a k -chain in lVI, 
and w is a (k - I ) -Jorm on lVI, then 

j dW = r w . e lac 
PROOF. vVe first consider the case lVI = ]Rk and C = Ik . Then 

By linearity, we may assume that w = J du1 /\ . . .  /\ dJ. /\ . . .  /\ duk for some i , 
s o  that 

Ij,�w(Dl ' . . .  , Dk- 1 ) 

= (J 0 IJ,cJdu1 /\ . . .  /\ dJ. /\ . . .  /\ duk (IJ,a*Dl ' . . .  , Ij,a*Dk- 1 ) 
= (J 0 IJ,a ) det (Dl (uP o Ij,a ) ) ,  

1 :::; l :::; k - 1 , p = 1 ,  . . .  , i - I , i + 1 ,  . . .  , k . This determinant i s  1 if i = j ,  and 
o otherwise, because 

so that uj 0 I;'a == Q. Thus, 

1 ( I ) i+ 1 1 J( 1 i- I I i k- l ) d  1 d k- 1 w = - u , . . .  , u " u , . . .  , u u . . .  u ae [ 0 , 1 I k- 1 

+ ( I ) i 1 J( 1 i- I 0 i k- l ) d  1 d k- l - U , . . .  , u " u , . . .  , u u . . .  u . 
[0 , ll k- 1 
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On the other hand, 

= j 'I)DjJ)duj /\ du1 /\ . . .  /\ dJ. /\ . . .  dUk-1 (D1 , . . .  , Dk ) 
[ " j 

= (_ I ) i- 1 j Dd Jk 
= (_ I ) i- 1 1 1 

. . .  1 1 
[J (u\ . . .  , 1 ,  . . .  , uk ) 

- J (u\ . . .  , 0, . . .  , uk ) ]  du 1 . . .  (fui . . .  duk 

= r (- I ) i- 1 [J(u\ . . .  , I , . . .  , uk ) J[O , l ] "  
+ (- I ) iJ (u\ . . .  , 0 , . . .  , uk ) ]  du 1 . . .  duk , 

which establishes the result when lVI = ]Rk and c = Jk . In the general case, if 
w E Ak-1 (AI) and c is a singular k-cube in lVI, we have 

Thus, 
r w = r c*w = j dc*w = j c* dw = 1 dw . Jae JaJk [ " [ " c 

By linearity, the formula then also holds for singular k-chains . 

EXAMPLES AND REMARKS 1 3 . 1 .  (i) Consider the closed I-form 

-u2 u1 
a = du1 + du2 

(u1 ) 2 + (u2 ) 2 (u1 ) 2 + (u2 ) 2 

on lVI = ]R2 \ {O} from Exercise 3 1 .  If c is the I-cube on lVI given by c(t) 
(cos (27rt) , sin (27rt) ) , then Ie a = 27r. Indeed ,  

1 a = 1 1 
c* a(D) = 1 1 

a 0 c(t) (c*D (t ) )  dt 

= 1 1 
a 0 c(t) ( (u1 0 c) ' ( t )D1 (C(t) ) + (u2 0 c) ' ( t )D2 (c(t) ) )  dt 

= 1 1 
_u2 0 c(t) (u1 0 c) ' (t) + u1 0 c(t) (u2 0 c) ' (t) dt 

= 1 1 
27r (sin2 (27rt) + cos2 (27rt) )  dt = 27r. 

D 
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This shows once again that a is not exact: For if a = dJ , then 

J a = J dJ = r J = J(c( I ) )  - J (c(O)) = o .  c c Jac 

FIGURE 5 

(ii) Let JVf, a be as in (i) , and consider positive functions J, F : lR ---+ lR of 
period 21r, with J < F. Define singular I-cubes cf and CF by 

cf (t) = (J (21rt) cos (21rt) , J(21rt) sin(21rt) ) ,  
CF (t) = (F (21rt) cos(21rt) , F(21rt) sin(21rt) ) ;  

see Figure 5 .  '''Te claim f a = f a = 21f. To see this, consider the singular C f CF 
2-cube C in JVf defined by 

c(a1 ' a2 ) = (1 - a2 ) cf (a1 ) + a2 cF (a1 ) .  
Since a is closed, Stokes' theorem implies 

0 = 1 da = lac a = lOll" a - loIf,o a - loI�" a + loI�,o a .  

Now, c o li l (t) = c o li o (t) = (1 - t) (J (O) , 0) + t (F (O) , 0) , whereas c o ll I = CF , 
and C a 11, � = cf ' Th�s 0 = Iac a = Ic! a - ICF a .  By (i) , Ic! a = 2'1f when 
J == 1 .  This establishes the claim. 

14. Orientation and the Global Version of Stokes' Theorem 

As the title of this section suggests, the global version of Stokes' theorem 
uses the concept of orientation. Recall that if V is an n-dimensional vector 
space, then A� (V) � R An orientation of V is a choice of one of the two 
components of A� (V) \ {O} .  An ordered basis VI , . . .  , Vn of V is said to be 
positively oriented (resp . ,  negatively oriented) if W (V1 , " "  vn) > 0 (resp . ,  < 0) 
for some W in the chosen component . An orientation is therefore also specified 
by an ordered basis V I , . . .  , Vn , since the dual basis a1 , . . .  , an determines a 
nonzero n-form W = a1 /\ . . .  /\ an satisfying w ( vI , . . .  , Vn ) > O .  

I f  JVf i s  an  n-dimensional manifold, then each A� (JVfp) � lR, but the bundle 
A�(M) itself is not always identifiable with M x R As usual, 1f : A�(M ) ---+ M 
will denote the bundle projection. 
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DEFINITION 14 . 1 . NIn is said to be orientable if there is a map L : A� (AI) ---+ 
IR, which is an isomorphism on A�(l'\1p) for each p E 1'\1, such that (n ,  L) : 
A�(M) ---+ M x IR is a diffeomorphism. 

In this case, the set �o = {O E A� (Mp) I p E M} corresponds to M x 0 
under (n ,  L) , so that A� (1'\1) \ �o has two components . An orientation of 1'\1 is 
then a choice of one of these components . 

THEOREM 14 . 1 . The following statements are equivalent for a connected 
n-dimensional manifold: 

( 1 )  M is orientable. 
(2) There is a nowhere-zero n-form on 1'\1.  
( 3 )  There exists an atlas A of charts on 1'\1 such that for any (V, x) and 

(V, y) in A, det (D(y o x- 1 ) )  > O. 
PROOF . We first show that ( 1 )  and (2) are equivalent : If (n ,  L) is a diffeo­

morphism as in Definition 14 . 1 ,  then w ,  defined by W (p) = (n ,  L) - 1 (p, 1 ) ,  is a 
nowhere-zero n-form on 1'\1. Conversely, if W is a nowhere-zero n-form on 1'\1, 
let F :  M x IR ---+ A� (M) be given by  F(p, t )  = tw(p) .  Then F-1 i s  the desired 
map A� (M) ---+ M x IR. 

To complete the proof, we now show that (2) and (3) are equivalent: If w is 
a nowhere-zero n-form on 1'\1, consider the collection A of all charts (V, x) on 1'\1 
such that w (818x1 , . . .  , 818xn ) > o. A is an atlas, since the components of any 
coordinate map may be reordered. Furthermore, if (V, x) and (V, y) belong to 
A, then w l u = f dx1 /\ . . .  /\ dxn and w lV = gdy1 /\ . . .  /\ dyn for positive functions 
9 and h . Thus on v n V, dy1 /\ . . .  dyn = hdx1 /\ . . .  dx' \  where h = fig > o. But 
h = det(D (y o x- 1 ) ) .  Conversely, if A is an atlas as in (3) , choose a partition ¢i 
of unity subordinate to the domains Vi of the charts (Vi , Xi ) in A, and define 
n-forms Wi on M by setting Wi (p) = ¢i (p)dx; /\ . . .  /\ dxf (p) if p E Vi , and 
Wi (p) = 0 otherwise . Then w = Li Wi is a now here-zero n-f orm on 1'\1. D 

If l'\1n is an oriented manifold, a nowhere-zero n-form on 1'\1 is said to be a 
volume form if it belongs to the component of A� (1'\1) \ �o determined by the 
orientation. An imbedding � : 1'\1 ---+ N between two oriented manifolds of the 
same dimension is said to be orientation-preserving if � *w is a volume form on 
1'\1 for any volume form w on N. 

As an  application o f  the above theorem, we show that the n-sphere 5n is 
orientable : Let � : 5n ---+ IRn+1 denote inclusion, and consider the "position" 
vector field P on IRn+1 given by P(p) = Jpp . By Exercise 14 ,  if w = du1 /\ 
. . .  /\ dun+ l , then �* (i (P)w) is a nowhere-zero n-form on the sphere (here i (P) 
is interior multiplication by P as defined in Exercise 34) . 

In order to exhibit a nonorientable example, we must disgress and briefly 
consider group actions on manifolds. If G is a Lie group, a (smooth, left) action 
of G on a manifold 1'\1 is a differentiable map p : G x 1'\1 ---+ 1'\1 such that 
p(gl , f.L(g2 , p) ) = P(glg2 , p) and {l (e , p) = p for all gi E G, P E M. '-'Ire denote 
{l(g , p) simply by g (p) . Observe that g :  1'\1 ---+ 1'\1 is then a diffeomorphism of 
M with inverse g- l . The orbit G(p) of p E M  is the set {g(p) I 9 E G} , and 
the collection of orbits is denoted 1'\1 IG. 

Two orbits G(p) and G(q) are said to have the same type if there exists an 
equivariant bijection between them; i . e . ,  a bijection f such that f (gm) = gf(m) 
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for all 9 E G and m in an orbit . '''Then all orbits have the same type ,  we say the 
action is by principal orbits. This is the case for example when the action is free ; 
i . e . , when the condition g (p) = p for some p E lV! and 9 E G implies that 9 = e .  
For in this case, the map h : G ---+ G(p) given by h (g) = g (p) is an equivariant 
bijection for any p E lV!. Finally, G is said to act properly discontinuously on 
lV! if for any two points p and q in AI, there exist neighborhoods U of p and V 
of q such that g(U) n V = '" for all 9 E G. 

THEOREM 14 . 2 .  ( 1 )  If G acts freely and properly discontinuously on lV!, 
then there exists a unique differentiable structure on the space lV!/G of orbits 
for which the projection 7r : lV! ---+ lV! /G becomes a local diffeomorphism. 

(2) If a compact Lie group G acts on lV! with principal orbits, then there 
exists a unique differentiable structure on lV! / G for which 7r : lV! ---+ lV! / G 
becomes a submersion; i. e . ,  7r is onto lV!/G, and its derivative has maximal 
rank everywhere. 

PROOF . Part (2) will be proved in Chapter 5, once we have discussed Rie­
mannian metrics on manifolds. For ( 1 ) ,  notice that since the action is free 
and properly discontinuous , the orbit of any point, and hence G itself, is dis­
crete. For the same reason, lV! /G is a Hausdorff space in the quotient topology. 
Consider an orbit q in lV! /G and a point p E lV! in this orbit. There exists a 
neighborhood V of p on which 7r is a homeomorphism. If (U, x) is a chart of 
lV! around p, then (7r(U n V) , x 0 (7r l unv ) - 1 ) can be taken as a chart of IV! /G 
around q. It is  straightforward to check that this induces a differentiable struc­
ture on the quotient lV! /G. Uniqueness follows from the fact that 7r is a local 
diffeomorphism. D 

Under the hypotheses of Theorem 14 .2  ( 1 ) ,  7r : lV! ---+ lV!/G is called a 
covering map. As an example, let lV! = 5n , G = {±lM} . The quotient lV!/G is 
called real projective n-space lRpn . Observe that if n is even, then the antipodal 
map - 1M : p f--.+ -p, when extended to lRn+I , is orientation-reversing: Since 
-1M is linear , (- lM) *JpU = J-1M (p) ( - lM (U)) = -J-pu for p E lRn+l , U E 

lRn+1 . But if JpU1 , . . .  , JpUn+1 is a positively oriented basis of lR;+l , then 
-J-pU1 , . . .  , -J-pUn+1 is a negatively oriented basis at the antipodal point. 
This implies that the antipodal map is orientation-reversing on the sphere, since 
the position vector field is - 1M-related to itself. Thus, ( - lM) *W Ie w for any 
n-form on lV!. Now, if lRpn were orientable, it would admit a nonvanishing 
n-form TJ , and 7r * TJ would be a nonvanishing n-form on lV!. This is impossible, 
because 7r 0 (- 1M )  = 7r, so that (- 1M ) * 7r * TJ = 7l *TJ · 

'''Te now define integration on lV! in  terms of  integration on orientation­
preserving cubes. The following lemma ensures that it will be independent of 
the particular cube chosen: 

LEMMA 14 . 1 .  Let lV!n be an oriented manifold, C1 , C2 : [O , l ] n ---+ lV! two 
orientation-preserving imbeddings. If w E An (lV!) has support in C1 [0 , l ] n n 
c2 [0 , 1 ] n , then IC I w = IC2 w . 

PROOF. This follows from Examples and Remarks 1 2 . 1 (iii) , since c2 1 O C1 is 
orientation-preserving, so that f w = f -1 W = f w. Notice that C2 1 0 C1 C2 C 2 0 C2 O CI C l 



48 1 . DIFFERENTIABLE MANIFOLDS 

is not necessarily defined on all of [0 , l ]n , but the support of w is contained in 
cl iO , l ]n n C2 [0 , l ] n . D 

DEFINITION 14 . 2 .  Let w E AnOvI) have support in the image of an orientation­
preserving imbedding c :  [0 ,  l ]n ----+ lVI. Define IM w = Ie w . 

In general, there exists an open cover of lVI such that for any open set U in 
the cover, there exists an orientation-preserving imbedding c : [0, l ]n ----+ lVI the 
image of which contains U. Let <I> be a partition of unity subordinate to this 
cover. 

DEFINITION 14 . 3 .  If w E An (iVI) has compact support, define the integral 
oj w aver lVI to be 

11 W = �11 ¢w . 

Notice that the above sum is finite , because w has compact support. Fur­
thermore , the definition is independent of the chosen partition of unity: If 1.{1 is 
a partition of unity subordinate to some other open cover , then 

L 1 ¢w = L 1 L 1P¢W = L 1 L ¢1PW = L l 1Pw . 
</J E iI>  M </J E iI>  M 'l/J E \f!  'l/J E \f!  M </J E iI>  'l/J E \f!  j\1 

One can also define integration on manifolds with boundary, which are 
locally modeled on the closed half-space Hn = {p E lRn I un (p) ?: O} instead of 
lRn . A map from Hn to lRn is defined to be differentiable if it can be extended 
to a differentiable map on a neighborhood of Hn . 

DEFINITION 14 .4 .  A topological n-maniJold with boundary is a second­
countable Hausdorff space lVI, with the property that for any p E lVI, there 
exists a neighborhood U of p and a homeomorphism x : U ----+ x(U) , where 
x(U) is an open set of either lRn or Hn , and x(p) = O. The boundary oAI{ 
of lVI consists of those points that get mapped to the boundary oHn of Hn 
under some (and hence any) coordinate map , and is an (n - I)-manifold. One 
defines a differentiable structure as usual by requiring the transition maps to 
be differentiable. 

For example , Hn itself is an n-manifold with boundary lRn-\ the same is 
true of the closed n-disk Dn = {p E lRn I lp l  :s; I } ,  which has boundary sn-l . 

It follows from the above definition that if p E 0 lVI, and (U, x) is a chart of 
M with x (p) = 0, then U n  oM = {q E M  I xn (q) = O} ,  and (U n oM, 7r o x) 
is a chart of oAf, where 7r : lRn ----+ lRn-1 denotes the projection. Furthermore, 
a function J defined on a neighborhood of p is smooth iff J 0 x-I : Hn ----+ lR 
is smooth; i . e . ,  extendable to a smooth function on lRn . Thus, one has a well­
defined n-dimensional tangent space 

Mp = (x- l ) * o (lR�) 
at p , and if � : olVI '----+ lVI, j : lRn-1 x 0 '----+ lRn denote inclusions , then 

� * (oM)p = x;:-I (j* (lRn- 1 x 0) 0 ) '  
If lVI is oriented, it induces an orientation of the boundary olVI: For p E olVI ,  

v E lVIp is said to b e  outward-pointing (resp . ,  inward-pointing) if v (xn) < 0 
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(resp . ,  > 0) . A basis VI , . . .  , Vn- l of alV!p is said to be positively oriented if 
V , VI , . . .  , Vn- l is a positively oriented basis of lV!p for any outward-pointing V E 

lV!p. It is easily checked that this does indeed define an orientation on alV!: If 
(U, x) and (V, y) are charts of lV! sending p to 0, and such that det D (yox- 1 ) > 0 ,  
then for the induced coordinate maps x = 7r 0 x and f; = 7r 0 Y on alV!, one has 

det D (y o x- l ) (O) = det (D(f; 0 X
O
-; - l ) (0) 0 

) Dn (yn o x- l ) (O) , 

where Dn (yn 0 x- I ) (0) > 0 by Exercise 4 1 . 
Now, let w be  an n-form on an oriented manifold lV!n . There is an open 

cover U of lV! such that each U E U is contained inside some c[O, l ] n , where c 
is an orientation-preserving imbedding with either c [O , l ]n C lV! \ alV! or else 
alV! n c[O , l ] n = cn, o [0 , l ] n- l . If <I> is a partition of unity subordinate to U and 
w has compact support, we define as before 

11 W =  �11 ¢w . 

THEOREM 14 .3 (Stokes' Theorem, Global Version) . If w is an (n - 1) -fonn 
with compact support on an oriented n-manifold lV! with boundary alV!, then 

l' j' w = dw . aM M 
PROOF. Suppose first that the support of w is contained in some U E U ,  

where U itself lies inside the image of c, for one of the above cubes c. If the 
image of c does not intersect the boundary of lV!, then by the local version of 
Stokes' theorem, 

11 dw = 1 dw = 1c 
w = 1M w .  

Indeed ,  w has support in  U,  and the latter does not intersect the image o f  ac, 
so that the integral of w on the boundary of c is zero. Similarly, the integral of 
w on the boundary of lV! vanishes. If on the other hand c is of the second type, 
then U, and hence the support of w, may intersect the boundary of lV!. Now, 
c*D1 , · . · , c*Dn is positively oriented, so -c* Dn , c*D1 , . . .  , c*Dn- 1 is positively 
oriented iff n is even. Observe that if (a ,  0) E [O , l ] n- l x 0, then c* (a ,O)Di = 
(Cn, O ) *aDi for 1 :::; i :::; n - 1 . Thus , cn, o [O , l ]n- l ---+ alV! is orientation­
preserving iff n is even . In any case, by Exercise 38 ,  

In general, 

r dw = l dw = r w = 1 w = (_ 1 )n j' W JM c Jac ( - l ) n cn , o Cn , O 

= (_ l )n (_ l )n r w = r w . JaM JaM 

r w = L r ¢w = L r d( ¢w) = L r d¢ 1\ w + ¢dw JaM ¢E ip JaM ¢E ip JM ¢E ip JM 

= r dw + L r d¢ 1\ W . JM ¢E ip JM 
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The last term is actually a finite sum IM 2:::=1 d¢i /\ w ,  with 2:: ¢i == 1 on a 
neighborhood of the support of w. Thus, 2:: d¢i = d(2:: ¢i ) = 0, which concludes 
the argument . D 

'-'Ire end this section by discussing some additional properties of integration 
when JVI is a compact, connected Lie group G. By Exercise 36 below, G is 
orientable . Choosing an orientation on G, there exists a unique w E Ak (1\1) 
which is left-invariant in the sense that L;w = w for 9 E G, and satisfies 
Ie w = 1 .  '-'Ire then define the integral of a function f : G ----+ lR by 

PROPOSITION 14 . 1 .  FOT f : G ----+ lR, 9 E G, Ie f = Ie f 0 Lg = Ie f 0 Rg . 

PROOF . For the first identity, notice that Ie L;Uw) = Ie fw by Exercise 
39 below, since Lg is an orientation-preserving diffeomorphism of G. But w is 
left-invariant , so that 

[ f = [ fW = [ L;Uw) = [U 0 Lg )L;w = [U 0 Lg )w = [ f 0 Lg . 

The second identity follows by a similar argument , once we establish that (i) 
Rg is orientation-preserving, and (ii) w is right-invariant . Since (i) follows from 
(ii) , we only need to prove the latter. Now, for any 9 E G, the form R;w is left­
invariant , since L�R;w = R;L�w = R;w . In particular , this form is nowhere 
zero, and there exists a function h : G ----+ lR \ {O} such that R;w = h (g )w, 9 E G. 
Furthermore, h : G ----+ (lR \ {O} ,  . ) is a Lie group homomorphism, because 

h(ab)w = R�bw = RbR�w = Ri, (h(a)w) = h (a)Ri,w = h (a )h(b)w . 
Since G i s  both compact and connected, h == h( e) = 1 .  D 

EXERCISE 36 .  Show that any connected Lie group is orientable. 

EXERCISE 37 .  Prove the statement preceding Definition 14 . 3 ;  namely, that 
there exists an open cover U of 1\1, such that any U E U is contained inside the 
image of some orientation-preserving imbedding c : [0 ,  l ] n ----+ 1\1n . 

EXERCISE 38 .  Let 1\1 be an oriented n-manifold, and denote by -1\1 the 
manifold with the opposite orientation. Show that IM w = - I-M w for any 
n-form w with compact support on 1\1. 

EXERCISE 39 .  Let f : 1\1n ----+ Nn be a diffeomorphism of  oriented manifolds, 
and w an n-form on N with compact support. Prove that IM f*w = ± IM w ,  
with the plus sign occuring iff  f i s  orientation-preserving. 

EXERCISE 40 . Show explicitly that the closed n-disk Dn = {p E lRn I Ip l ::; 
I }  is a n-manifold with boundary. 

EXERCISE 4 1 .  Let p E 8M, and (U, x) , (V, y) be two charts around p with 
x (p) = y (p) = O. Prove that Dn (yn o x- 1 ) (0) > O. Deduce that the definition 
we gave of an outward-pointing vector v E 1\1p is independent of the chosen 
chart . 
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15 .  Some Applications of Stokes' Theorem 

In this section, we derive the Poincare Lemma, which implies that any 
closed form is locally exact, and also yields important topological applications. 
But we can already establish, as an immediate consequence of Stokes ' theorem, 
that the top cohomology class of a (compact , oriented) manifold is nontrivial: 

PROPOSITION 15 . 1 .  Let iVln be an oriented, compact manifold without bound­
ary, n >  0. Then Hn (M) Ie 0 .  

PROOF. Let W be a volume form on lV!; i . e . ,  W i s  a nowhere-zero n-form 
with w(  VI , . . .  , Vn) > ° for any positively oriented basis VI , . . .  , Vn of lV!p ,  p E lV!. 
I f  c :  [0 , l] n ---+ lV! i s  an orientation-preserving imbedding, then c*w = fdu l /\ 
. . .  /\ dun for some positive function J. Thus , Ie w, and therefore also IM w is 
positive . This means that the closed n-form w is not exact, for if w = dTJ , then 
IM w = IM dTJ = IaM TJ = 0, since aM is empty. D 

Proposition 1 5 . 1  will later be refined to show that Hn (lV!) is isomorphic 
to JR if lV! is connected. In order to derive further consequences from Stokes' 
theorem, we will need the Poincare Lemma, which deals with homotopic maps. 

Recall that a manifold lV! is said to be (smoothly) contractible if there exists 
some point Po in lV! and a differentiable map H : lV! x [0 , 1] ---+ lV! such that 
H o �o =- po and H O �1 =- 1M , where �t : lV! ---+ lV! x  [0 , 1 ]  is given by �t (p) = (p, t) 
for t E [0 , 1 ]  and p E lV!. More generally, two maps fo , II : lV! ---+ N are said to 
be (smoothly) homotopic if there exists a differentiable map H : lV! x [0, 1 ]  ---+ N 
such that H 0 �o = fo and H 0 �1 = II .  H is then called a homotopy between 
f 0 and II · Thus, lV! is contractible if the identity map 1M is homotopic to 
a constant map. Our next aim is to show that homotopic maps induce the 
same cohomology homomorphism. Let 7':M and t denote the projections of 
the product lV! x [0 , 1 ]  onto the factors, so that (7':111 * , t * ) : (AI X [0, 1 ] ) (p , t o ) ---+ 

lV!p x [0 , l ] to is an isomorphism. We will denote by D the vector field on lV! x [0 , 1] 
given by D(p , a) = (7':M* ' t * ) (- 1 ) Da . p , a 

LEMMA 1 5 . 1 .  Any w E Ak (lV! x [0 , 1 ] )  can be uniquely written as w = 
WI + dt /\ TJ, where WI and TJ are k and (k - I ) -forms on lV! x [0 , 1 ] respectively 
such that i (D)Wl = i (D)TJ = 0. 

PROOF. Because of the isomorphism (7':M* ' t * ) ,  it suffices to check that if 
a vector space V decomposes as vV x JR, then any w E ih (V* ) can be uniquely 
written as WI + a /\ TJ, where i (t )Wl , i ( t )TJ = ° for t E JR and a E JR* \ {O} .  But 
this is clear, since if aI , . . .  , an is a basis of W* , then aI , . . .  , an , a is a basis of 
V* . D 

'''Triting W = WI + dt /\ TJ E Ak (lV! x [0 , 1 ] )  as in Lemma 15 . 1 ,  define a linear 
operator I : Ak (M x [0 , 1 ] )  ---+ Ak-l (M) by 

( 1 5 . 1 )  I w(p) (VI , . . .  , Vk- l ) = 1 1 
TJ(p, t )  (�t * Vl ' . . .  , �t * Vk- l ) dt . 

PROPOSITION 15 . 2 (Poincare Lemma) . Ifw is a k-form on lV! x [0 , 1 ] ' then 
�iw - ��w = d(Iw) + I(dw) . 
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PROOF. Let x be a coordinate map on J"\!J so that (x , t) is a coordinate map 
on J"\!J x [0, 1 ] ,  where x = x 0 7r M . By Lemma 15 . 1 , the restriction of w can be 
written as a sum of terms of two types: fdxI 

= fdxi l /\ . . .  /\ dxik (type ( 1 ) ) ,  
and fdt /\ dxI = fdt /\ dxil /\ . . .  /\ dXik- 1 (type (2) ) .  Since I i s  linear, it suffices 
to consider the case when w is one of the above types. 

If w = fdxI , then dw = df /\ dxI = (terms not involving dl) +(af /al)dl /\ 
dxI . Now, for any t E [0 , 1 ] ,  7rM O �t = 11\1 , so that �; dxi = d(xi O �t ) = dxi , and 

( a a ) 11 af _ I  ( a a ) I(dw) (p) -a . ' · · · ' -a · = -a (p , l )dx l (p t) �t * -· , · · · , �t* -· dl XlI xlk a l ' axli axlk 

Thus, 

11 Of I ( a a ) = -a (P , t )dX lp -a . ' · · · ' -a · dl . 
a l XlI xlk 

I(dw) (p) = [11 �� (p, t) dt] dxI (p) = [J (p , 1) - f (p , 0) ] dxI (p) 

= �iw (p) - ��w (p) , 
which proves the result in this case, since I w = O. Similarly, if w = f dl /\ dxI , 
then �i w = ��w = 0, since �;o dt = 0 for any to · On the other hand, 

while 

( n af ) I (dw ) (p) = I - � axCY. dl /\ dxCY. /\ dxI (p) 

= - L [11 ::CY. (p, t) dt] dxCY. /\ dxI , 
'" 

d(Iw) (p) = d ( [11 f(p, t) dt] dxI) = � a�CY. (11 f (P , l) dl) dx'" /\ dxI , 

so that I(dw) + d(Iw) = O. D 
The Poincare Lemma is particularly useful when dealing with homotopic 

maps: 

THEOREM 1 5 . 1 . If fa , h : J"\!J ---+ N are homotopic, then the induced maps 
f� , f; : Hk (N) ---+ Hk (M) are equal for all k . 

PROOF. Let w E Ak (N) be closed ,  and denote by  [w] its equivalence class 
in Hk (N) . If H is a homotopy between fa and h ,  then 

nw - f6w = � iH*w - ��H*w = dIH*w + IdH*w = dIH*w + IH*dw = dIH*w 
is exact, so that [J;w] - [f�w] = [J;w  - f�w] = O. D 

If J"\!J is contractible, then the identity map 1M is homotopic to a constant 
map (sending all of J"\!J to some point p E J"\!J) . Since the latter induces the 
trivial map at the cohomology level, we have as an immediate consequence of 
Theorem 1 5 . 1 :  

COROLLARY 1 5 . 1 . If J"\!Jn is contractible, then Hk (J"\!J) = 0 for 1 ::; k ::; n .  
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In particular, any closed k-form a on a manifold is locally exact, as we 
stated earlier: Given p E lV!, H" (U) = 0 for any contractible neighborhood 
U of p, so that the restriction of a to U is exact. Several texts refer to this 
property as the Poincare Lemma. 

Corollary 1 5 . 1  and Proposition 1 5 . 1  now yield: 

COROLLARY 15 . 2 .  A compact oriented n-manifold with boundary is not 
contractible if n > O . 

Corollary 15 . 1  says that cohomology cannot help us distinguish between 
contractible spaces of different dimensions. For this, we need the following 
concept: 

DEFINITION 1 5 . 1 .  Let lV!n be a manifold. For k :::; n ,  the de Rham cohomol­
ogy vector spaces with compact support H� (iV!) are the spaces Z� (iV!)/ B� (M) , 
where Z� (iV!)  denotes the space of all closed k-forms with compact support, and 
B� (M) the space of all k-forms da , where a E A"-l (M) has compact support. 

H" (lV!) and H� (iV!) coincide of course when lV! is compact. In general, 
though, not every exact k-form with compact support belongs to B� (iV!) :  If 
f is a nonnegative function on JRn which is positive at some point and has 
compact support, then the n-form w = fdu l /\ . . .  /\ dun is exact (because it is 
closed and Hn (JRn ) = 0) . Since flRn W > 0, the following proposition shows it 
does not equal da for any a with compact support: 

PROPOSITION 1 5 . 3 .  Let lV!n be connected and orientable (without bound­
ary). Given w E  Z;: (M) ,  w belongs to B;: (M) iff fM w = O. 

PROOF .  If w belongs to B;: (lV!) , then w = da , where a has compact sup­
port. By Stokes ' theorem, 

11 w = 11 da = .IaM a = O . 

'-'Ire merely illustrate the proof o f  the converse in  the case lV! = lR: Suppose w 
is a I-form on JR with compact support such that fIR w = O. Since Hl (JR) = 0 ,  
w = df for some function f (which need not ,  a priori, have compact support) . 
However, df must vanish outside some interval [-N, N] ,  so that f (t) = Cl when 
t < -N and f (t) = C2 when t > N for some constants Cl and C2 . Then 

o = � w 
= l-N-l ,N+ll df 

= .1a 1-N- l ,N+ ll f 
= 

C2 - Cl , 

so that Cl = C2 = c. Then f - c has compact support, and w = d(J - c) . D 

THEOREM 15 . 2 .  If lV!n is connected and orientable, then H;: (lV!) � lR.  

PROOF .  Consider the linear transformation from Z;: (lV!) to JR which maps 
a closed n-form w with compact support to fM w E lR. This map is nontrivial 
(and hence onto) since for example if (U, x) is a positively oriented chart around 
some p E lV!, and f a nonnegative function which is positive at p and has support 
in U, then fM w > 0, where w = fdxl /\ . . .  /\ dxn . By Proposition 15 . 3 ,  its 
kernel is B;: (lV!) , and the statement follows. D 
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Thus , for example , if l'VIn is compact, connected, and orientable, then 
Hn (M) � lR. It can be shown that for n � 1 ,  H�(M) = 0 if M is not 
orient able , and in general, Hn (l'VI) = H�(i'VI) if 1'VI is compact and equals 0 
otherwise . 

Let 1'VI{'" , 1'VI�1 be connected orientable, f : 1'VI1 ----+ 1'VI2 differentiable. '''Te 
then have a linear transformation lR ----+ lR such that the diagram 

commutes. For [w] E Hn (1'VI2 ) ,  the above diagram reads 

[w] 

1 
The bottom map must then be multiplication by some number deg f, called 

the degree of f; i . e . , 
r J *w = (deg J) r w . JMl JM2 

This number can in many cases be computed as follows : 

THEOREM 1 5 . 3 .  Let l'VIr be connected and orientable, i = 1 , 2 , and consider 
a proper map f : l'VII ----+ 1'VI2.  Suppose q E 1'VI2 is a regular value of f. For each 
p E f-I (q) , define the sign of f at p to be the number sgnp f = +1 if f*p is 
orientation-preserving, and - 1 if it is orientation-reversing. Then 

deg f = L sgnp f. 
pE j - l (q) 

EXAMPLES AND REMARKS 1 5 . 1 .  (i) Recall that f is proper if the preimage 
of a compact set is compact. In particular , f is proper whenever l'VII is compact. 

(ii) Regular values always exist by Sm'd's theorem; in fact , their complement 
has measure O. Notice that deg f = 0 if f is not onto. 

PROOF OF THEOREM 1 5 . 3 .  By the inverse function theorem, f-1 (q) con­
sists of isolated points; being compact, it is a finite collection {PI , . . .  , pAc} . 
Choose charts (Ui ,  Xi ) around Pi such that each restriction f : Ui ----+ Vi := f (Ui ) 
is a diffeomorphism, and Ui n Uj = 0. Then V := ni Vi is the domain of a chart 
(V, y) around q, and redefining Ui to be Ui n f-1 (V) , we still have diffeomor­
ph isms f : Ui ----+ V. Let 9 be a nonnegative function with compact support in 
V, and set w = gdyl /\ . . .  /\ dyn . J *w then has support in U1 U · · ·  U Uk , so that 
by Exercise 39 , 

D 
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'''Te end this chapter with a couple of topological applications of Theo­
rem 15 . 3 :  

COROLLARY 1 5 . 3 .  If n is even, then any vector field on 5n vanishes some­
where. 

PROOF . '''Te have seen in Section 14 that the antipodal map f : 5n ---+ 5n is 
orientation-reversing when n is even, so that f has degree - 1 .  By Theorems 1 5 . 1  
and 1 5 . 3 ,  f i s  not homotopic t o  the identity I . But i f  X were a nowhere-zero 
vector field on the sphere , it would induce a homotopy between f and I: Recall 
that there is a canonical inner product on each tangent space (the one for 
which Jp : lRn ---+ lR; becomes a linear isometry for each p) , so that we may 
assume I X I  == 1 .  Given p E 5n , let cp denote the great circle cp (t) = (COS 1ft)p + 
(sin 7rt) Jp- l X (p) . The desired homotopy H is then given by H(p, t) = cp (t) . D 

COROLLARY 15 . 4 .  Hk (lRn \ {O}) � Hk (5n- l ) for all k . 

PROOF. Let l' : lRn \ {O} ---+ 5n-l denote the retraction 1' (p) = p/ lp l ,  and � : 
5n-l '--l- lRn \ {O} the inclusion. Then r o � is the identity map on the sphere , and 
�or is homotopic to the identity map on lRn\ {O} via H(p, t) = tp+ ( I -t) (�01' ) (p) . 
By Theorem 15 . 1 ,  (r o �) * = �* 0 1'* and (� o r) * = 1'* o �* are the identity on 
the respective cohomology spaces, so that � * : Hk (lRn \ {O}) ---+ Hk (5n- l ) is an 
isomorphism. D 

EXERCISE 42 . Let W be a I-form on JVI such that Ie w = 0 for any closed 
curve C in jVf. Show that w is exact. 

EXERCISE 43 . jVf is said to be simply connected if any closed curve C : 
51 ---+ jVf is homotopic to a constant map. Use Exercise 42 to prove that if jVf 
is simply connected, then HI (JVf) = O .  

EXERCISE 44. Let U = lR3 \ { (O ,  0 ,  z) I z � O} ,  V = lR3 \ { (O ,  0 ,  z) I z ::; O} .  
(a) Show that U and V are contractible. 
(b) Suppose w is a closed I-form on lR3 \ {O} .  Show that there are functions 

f : U ---+ lR and 9 : V ---+ lR, such that w l u  = df ,  Ww = dg. Conclude that 
w = dh for some function h ,  so that HI (lR3 \ {O}) = O .  

(c) Prove that Hl (52 ) = O .  

EXERCISE 45 . This exercise generalizes Example 1 1 . 1 ,  exhibiting a closed 
(n - I )-form on lRn \ {O} which is not exact . Let P be the position vector 
field on lRn , P (p) = JpP, and w the (n - I )-form on lRn \ {O} given by w = 
i(P)dul /\ . . .  /\ dun . 

(a) Show that if � : 5n-l ---+ lRn \ {O} is inclusion, then [;) := �*w is the form 
which gives the standard orientation on the sphere. 

(b) Let l' lRn \ {O} ---+ 5n-l denote the retraction r (p) = p/ lp l ,  and 
N : lRn \ {O} ---+ lR the norm function N(p) = Ip l .  Prove that 1'*[;) = ( I /Nn)w .  

(c) Show that 1'*[;) i s  a closed form on lRn \ {O} which i s  not exact. 

EXERCISE 46 . Show that the wedge product of forms induces a ring struc­
ture on H* (M) := ffi�oHi (M) . The corresponding product is called the cup 
product . Prove that if f : jVf ---+ N is differentiable, then 1* : H* (N) ---+ H* (JVf) 
is a ring homomorphism. 





CHAPTER 2 

Fiber Bundles 

1. Basic Definitions and Examples 

'''Te have already encountered examples of manifolds that possess some ad­
ditional structure , such as the tangent bundle TlV! of an n-dimensional manifold 
M. In this case, each point of T lV! has a neighborhood diffeomorphic to a prod­
uct U x ]Rn , where U is an open set in lV!. Of course, T lV! itself need not be 
diffeomorphic to lV! x ]Rn . In most of the sequel, we will be concerned with 
manifolds that, roughly speaking, look locally like products. 

As usual, all maps are assumed to be differentiable. 

DEFINITION 1 . 1 . Let F ,  lV!, B denote manifolds, G a Lie group acting 
effectively on F (i . e . , if g (p) = p for all p E F, then 9 = e) . A coordinate bundle 
over the base space B with total space lV!, fiber F, and structure group G is a 
surjective map 7r : lV! ---+ B, called the bundle projection, together with a bundle 
atlas A = { (7r- 1 (Ua ) ,  (7r , ¢a ) }aEA on M; i . e . ,  

( 1 )  {Ua}aEA i s  an  open cover o f  B. 
( 2 )  (7r , ¢a) : 7r- 1 (Ua) ---+ Ua x F i s a diffeomorphism, called a bundle chart. 

Notice that for p E Ua , ¢a l 7r - 1 (p) : 7r- 1 (p) ---+ F is a diffeomorphism. 
If p also belongs to U(3 , then ¢(3 I 7r- ' (p) : 7r- 1 (p) ---+ F need not coincide 
with ¢a ;  however, they must differ by the operation of some element 
in G. To be specific: 

(3) For Q, {3 E A, there is a smooth map f a,(3 : U a n  U (3 ---+ G, called the 
transition function from ¢a to ¢(3 given by f a,(3 (p) = ¢(3o ( ¢a l 7r- 1 (p) ) - l : 
F ---+ F; equivalently, ¢(3 I 7r- ' (U",nu{3 ) = (Ja,(3 0 7r) . ¢a l 7r - 1 (u",nu{3 ) ' 

Statement (3) says that the diagram 

7r- l (Ua n U(3) 

(1r ,q,,,, ) 1 
(Ua n U(3) x F -.. 

(p, 7n) -.. 

7r-l (Ua n U(3 ) 

1 (1r ,q,{3 ) 

(Ua n U(3) x F 

(p, fa ,(3 (P) nt) 
commutes. Roughly speaking, the total space lV! consists of a collection U Ua x 
F, where the Ua 's cover B, and copies of F belonging to intersecting Ua 's are 
identified by means of elements of G. The projection 7r is a submersion by (2) . 
The set 7r- 1 (p) is called the fiber over p. Notice that (3) implies that fa ,a = e , 
(Ja ,(3 (p)) - l = f(3,a (P) ,  and fa ,'Y (P) = f(3,' /p) . fa,(3 (P) · 

57 
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p 

FIGURE 1 

DEFINITION 1 . 2 .  A (real) coordinate vector bundle oj rank n is a coordinate 
bundle with fiber jRn and structure group G L( n) (or a subgroup of G L( n) ) .  

'''Te will often use Greek letters such as � to denote a bundle 1f : lV! ----+ B. If � 
is a rank n vector bundle, then each fiber 1f- 1 ( b) , b E B, is a vector space: Given 
a bundle chart (1f- 1 (U ) , (1f, ¢)) with b E U, define the vector space operations 
on the fiber over b so that ¢1'I[- 1 (b) : 1f- 1 (b) ----+ jRn becomes an isomorphism. The 
vector space structure is independent of the chosen chart because any transition 
function J </>,'I/J (p) at p is an isomorphism of jRn . 

EXAMPLES AND REMARKS 1 . 1 .  (i) The trivial bundle with base space B 
and fiber F is the projection 1f : B x F ----+ B onto the first factor. The structure 
group is { I F } .  In general, the size of the structure group measures how twisted 
the bundle is . 

(ii) The tangent bundle T lV! of an n-dimensional manifold lV! is the total 
space of a rank n vector bundle over lV! wi th the bundle projection 1f : T lV! ----+ lV! 
from Chapter 1 :  If { (Ua ,  xa ) }  is an atlas on lV!, then { (Ua ,  (1f , ¢a ) }  is a bundle 
atlas on T lV!, where 

¢a = (dx;; , . . .  , dx� ) : 1f -1 (U a) ----+ jRn . 

The transition function from ¢a to ¢(3 is Ja ,{3 = D(x{3 0 x� l ) 0 Xa : U a n  U{3 ----+ 
G L( n) . A similar argument applies to the tensor bundles Tr, s  (1V!) and the 
exterior bundles Ak (iV!) . The tangent bundle of lV! will be denoted T lV! to 
distinguish it from its total space T lV! (which, to confuse things further, is 
traditionally also referred to by the same name) . 

(iii) The HopJ fibration (see also Chapter 1 ,  Examples and Remarks 9 . 1 (i) ) :  
View 52n+1 C jR2n+2 = CCn+1 as the set of all (Zl , . . .  , Zn+1 ) E CCn+1 such that 
L I Zi l 2 = 1 ,  and consider the free action of 51 = {z E CC 1 I z i = I} on 52n+1 
given by Z (Zl , . . .  , Zn+1 ) = (Zl Z ,  . . .  , Zn+1 Z) , Since 51 is compact, this action 
is proper, and by Chapter 1 ,  Theorem 14 . 2 ,  there exists a unique differentiable 
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structure on the quotient 52n+ 1 / 51 for which the projection becomes a sub­
mersion. The quotient is called complex projective n-space ccpn of dimension 
2n. 

'-'Ire claim that 7r : 52n+l ---+ CCpn is the projection of a bundle with fiber 
and group 51 , called the Hopf fibration. In order to establish this, we exhibit 
an atlas of bundle charts satisfying Definition 1 . 1 :  for i = 1 ,  . . .  , n + 1 ,  define 
Ui = { (ZI , . . .  , Zn+ l ) E 52n+l I Zi # O} ,  and Ui = 7r(Ui ) C ccpn . It is easily 
checked that Ui = 7r-l (Ui ) ,  so that {Ui } is an open cover of ccpn . Define 
¢i : Oi ---+ 51 by ¢i (ZI , . . .  , Zn+l ) = zd l zi l . Then (7r , ¢i ) : Oi ---+ Ui X 51 is a 
diffeomorphism with inverse (7r ( WI , . . .  , Wn+ l ) ,  Z) f---+ (Z IWi I /Wi ) (  WI , . . .  , Wn+l ) ,  
and the transition function !i,j : Ui nUj ---+ 51 is given by fi,j (7r(Zl , . . .  , Zn+l ) )  = 

Zjz; l l Zi I I Zj 1 - 1 . 
DEFINITION 1 . 3 .  Let 7ri : 11lL ---+ Bi be two coordinate bundles with fiber F 

and group G. A differentiable map h : All ---+ lV!2 is said to be a bundle map if 
( 1 )  h maps each fiber 7r11 (Pl ) diffeomorphic ally onto a fiber 7r;-I (P2 ) ,  

thereby inducing a differentiable map h : Bl ---+ B2 such that 7r2 0 h = 
h 0 7rl ; and 

(2) for any bundle charts (7r1 1 (UoJ , (7rl ' ¢oJ ) and (7r;- I (V!3 ) ' (7r2 ' 'I/J!3 ) )  of 7rl 
and 7r2 , respectively, p E U", n h-1 (V!3) , the map 'I/J!3 o h o (¢"' I 71 j ' (p) ) - 1 
from F to F coincides with the operation of an element of G, and the 
resulting map 

- - 1 f"' ,!3 : U'" n h (V!3) ---+ G, 
p f---+ 'I/J!3 0 h 0 (¢"' I 71 j ' (p) ) - 1 

is differentiable. 
The two coordinate bundles are said to be equivalent if Bl = B2 and the 
induced map is the identity on the base. A fiber bundle is then defined to be 
an equivalence class of coordinate bundles. Alternatively, one could define it to 
be a coordinate bundle with a maximal atlas. 

Notice that if h is a bundle map, then by the second condition above , the 
coordinate bundle over Bl with bundle charts of the form (7rl 1 (h- l (U) ) ,  (7rl ' ¢o 
h) ) ,  where (7r;- I (U) , (7r2 , ¢) ) i s  a bundle chart of 7r2 , is equivalent to 7rl . Its 
transition functions fq,oh ,'l/.lOh are equal to fJ, 'I/J 0 h, where fJ, 'I/J are the transition 
functions of 7r2 . 

EXERCISE 47 . (a) Show that the functions f"' ,!3 from Definition 1 . 3  satisfy 
f"" ,  = f!3" . f�,!3 and f"" ,  = fl-/ . f"' ,!3 ' where f� ,!3 and fffi" are transition 
functions for 7rl and 7r2 , respectively. 

(b) Conversely, suppose 7ri : Mi ---+ B are two coordinate bundles over B 
with fiber F and group G. Show that if there is a collection of maps f"' ,!3 as in 
Definition 1 .3 satisfying the identities in (a) , then the bundles are equivalent . 

EXERCISE 48 .  Identify 54n+3 C ]R4nH = lEUn+1 with the set of all (n + 
I ) -tuples of quaternions (ql , . . .  , qn+ l ) such that L: I qi l 2 = 1 (see Chapter 1 ,  
Example 8 . I (iii) ) . Replace complex numbers by quaternions in Examples and 
remarks 1 . 1  (iii) to construct quaternionic projective space lEupn and a fiber 
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bundle 71" : 54n+3 ----+ lHIpn over lHIpn with fiber and group 53 . This bundle is 
often called a generalized Hop! fibration. 

EXERCISE 49. (a) Show that CP1 is diffeomorphic to the 2-sphere via 

CP1 -------+ 52 , 

[Zl ' Z2 ] r---+ I Zl 1 2 � I Z2 1 2 (2Z1Z2 , I Z l 1 2 - I Z2 1 2 ) .  

(b) Show that lHIP1 from Exercise 48 may similarly be identified with 54 . 
Thus, for n = 1 ,  the Hopf fibrations become 53 ----+ 52 with fiber 51 , and 
57 ----+ 54 with fiber 53 . 

2. Principal and Associated Bundles 

The Hopf fibration discussed in the previous section is a prime example of 
the following key concept: 

DEFINITION 2 . 1 .  A fiber bundle 71" : P ----+ B with fiber and group G is called 
a principal G- bundle if there exists a free right action of G on P and an atlas 
such that for each bundle chart (7l - 1 (U) , (7l , ¢) ) ,  the map ¢ : 7l - 1 (U) ----+ G is 
G-equivariant ; i . e . , 

(7l , ¢) (pg) = (7l (p) , ¢(p)g) , P E 7l - 1 (U) , 9 E G. 

It follows that B is the quotient space PIG: Since 7l (pg) = 7l (p) , the orbit 
G(p) = {pg I 9 E G} of p is contained in 7l - 1 (7l (p) ) ;  conversely, if (7l , ¢) IS a 
bundle chart around p, then for q E 7l - 1 (7l (p) ) ,  

q = (7l , ¢) - I (7l (q) , ¢(q)) = (7l , ¢) - I (7l (p) , ¢(p)¢(p) - l ¢(q)) 
= (7l , ¢) - l (7l (p) , ¢(p)g) = pg , 

where 9 = ¢(p) - I¢(q) E G. Furthermore , the structure group is G acting on 
itself by left translations: for P E P, 

!<f;,,p (7l (p) ) = 1jJ (p)¢(p) - l , 
where the choice of the element p E 7l - 1 (7l (p) ) is irrelevant because 

1jJ(pg)¢(pg) - l = 1jJ(p)g(¢(p)g) - l = 1jJ (p)gg- I¢(p) - l = 1jJ (p)¢(p) - l . 
EXAMPLES AND REMARKS 2 . 1 .  (i) The Hopf fibrations 52n+1 ----+ cpn and 

54n+3 ----+ lHIpn are principal 51 and 53 bundles. 
(ii) The trivial principal G- bundle over B is the projection B x G ----+ B onto 

the first factor. The action of G is by right multiplication ( b ,  gl )g = ( b ,  gIg) on 
the second factor. 

(iii) Let G be a Lie group , H a closed subgroup of G, and denote by B 
the homogeneous space G I H. We first show that the quotient space Gn I Hk 
admits a (unique) differentiable structure of dimension n - k for which the 
projection 7l" : G ----+ GI H becomes a submersion. This actually follows from 
Theorem 14 .2  in Chapter 1 ,  but we provide an independent argument , since 
that theorem won't be proved until Chapter 5. Observe that 7l" is an open 
map for the quotient topology on GI H: If U is open in G, then so is 7l (U) 
( in GIH) , because 7l -1 (7l (U) )  = UhEHRh (U) is open in G. Furthermore, the 
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quotient space is Hausdorff: If 1f(a) Ie 1f (b) , so that a- l b tJ- H, there exists a 
neighborhood of a- l b that does not intersect H. Such a neighborhood always 
contains an open set of the form U . a- l b . U, where U is a neighborhood 
of the identity with U = U- l . Then U a- l bU n H = 0, which implies that 
bU HnaU H = 0. Thus, 1f OLb (U) and 1f OLa (U) are disjoint open sets containing 
1f(b) and 1f ( a) , respectively. 

In order to exhibit a manifold structure on G/ H, recall that Frobenius' 
theorem applied to the distribution Lg* He ,  9 E G, guarantees the existence of 
a chart (U, x) around e ,  with x(U) = (0, l )n , such that each slice 

is contained in a left coset of H. If 5 denotes the slice containing e, there exists 
a neighborhood V of e such that V n 5 = V n H (since H is a submanifold 
of G) , and V = v-I , V ·  V C U. For the sake of simplicity, denote V by U 
again. Let N = (1fl 0 x)- I (a) , where 1fl : jRn -c, jRk 

X 0 denotes projection, and 
a := 1fl 0 x ( e) . We claim that 1f is one-to-one when restricted to N: Indeed, if 
1f(a) = 1f (b) , then a- l b E u n H = u n 5, so that b belongs to La (U  n 5) . The 
latter set, being connected, is contained in a single slice . Since it also contains 
a, a and b lie in the same slice , so that x(a) = x (b) ; i . e ,  a = b .  

I t  follows that 1f l N : N -c, vV :=  1f(N) i s  an  open, bijective map, hence a 
homeomorphism. So is i := 1f2 0 X 0 (1f I N ) - 1 : vV -c, i (vV) C O x jRn-k , where 
1f2 : jRn -c, 0 x jRn-k denotes the projection onto the other factor. We may 
then take (W, i) as a chart around 1f (e) . In order to produce a chart around 
1f( a) , consider the homeomorphism ILa of G / H induced by left-multiplication 
by a in G, ILa (1f (g)) :=  1f (ag) . The desired chart is then given by (ILa (W) , i o 
ILa- 1 ) .  Given b E G, the corresponding transition function is 1f2 0 X I N 0 La- 1 b  0 
(1f2 0 X IN ) - 1 , so that the collection ( (ILa (W) , i 0 ILa- 1 )  I a E G} induces a 
differentiable structure on G/ H. 

It remains to check that 1 f  is differentiable at 9 E G. Using the charts 
(Lg (U) , x 0 Lg- 1 ) around 9 and (ILg (vV) , i 0 ILg- 1 ) around 1f (g) , we have 

which establishes the claim. 
Finally, we show that 1f : G -c, G / H is a principal H -bundle: Notice that 

for any [g] := 1f (g) , there exists a neighborhood U = ILg (W) of [g] on which 
1f has a right inverse SU o In fact ,  taking su = Lg 0 (1f IN ) - 1 o ILg- 1 I U , we have 
1f 0 Su = l u . Then the map 

U x H -c, 1f- l (U) , 
( [g] , h) f--'> ( su [g] ) . h 

is a diffeomorphism. Its inverse is of the form (1f , ¢U ) ,  where ¢u : 1f - l (U) -c, H 
is H-equivariant , since ¢u (g) = SU (1f (g) ) - lg ,  so that 

¢u (gh) = SU (1f (gh) ) - lgh  = (SU (1f(g)) - 1 . g)h = ¢u (g)h . 

Thus, the collection of such maps (1f, ¢u) forms a principal bundle atlas on G 
over B.  
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'''Te have seen that given a fiber bundle 7r : lV! ----+ B with fiber F and 
group G, a bundle atlas { (7r- l (Uo J , (7r, ¢oJ ) }  determines a family of transition 
functions fa,{3 : Ua n U{3 ----+ G which satisfy fa " = f{3" . fa,{3 ' It turns out 
that the bundle may be reconstructed from these transition functions. More 
generally, one has the following: 

PROPOSITION 2 . 1 .  Let {Ua}aEA be an open cover of a manifold B, and G 
a Lie group acting effectively on a manifold F. Suppose there is a collection of 
maps fa ,{3 : Ua n U{3 ----+ G such that 
( 2 . 1 )  
Then there exists a fiber  bundle 7r : lV! ----+ B with fiber F, structure group G, 
and a bundle atlas whose transition functions are  the given collection {fa ,{3 } ' 
Furthermore, if F = G and G acts o n  itself b y  left translations, then the atlas 
is a principal bundle atlas. 

Notice that taking a = (3 = "y in ( 2 . 1 )  implies that fap == e. Taking a = "y 
then yields f;::� = f{3,a ' 

PROOF.  Consider the disjoint union UaEA (Ua X F) , and the quotient space 
lV! under the equivalence relation: 

(p, ql ) � (p, q2 ) iff q2 = fa ,{3 (p ) ql for some a, (3 E A. 
If p Ua (Ua x F) ----+ lV! denotes the projection, then each restriction p 
Ua x F ----+ p(Ua x F) is a homeomorphism, and its inverse (7r , ¢a) may be taken 
as a bundle chart .  By construction, the transition functions of this atlas are 
the fa,{3 ' D 

As a simple application, consider the group G = {±1}  acting on lR by 
multiplication. The circle B = SI of unit complex numbers admits Ul = 
SI \ { -i} and U2 = SI \ {i} as open cover. Then the map 

11 , 2 : Ul n U2 ----+ G, { I , 
Z f-.-4 

- 1 ,  
if Re z > 0 ,  
otherwise , 

determines a rank 1 vector bundle over the circle , called a !vIoebius band. 

DEFINITION 2 . 2 .  Let 7r : lV! ----+ B be a fiber bundle with fiber F and group 
G. The principal G-bundle obtained as in Proposition 2 . 1  from the transition 
functions of 7r is called the principal bundle associated to 7r . 

Thus , a fiber bundle with group G induces an associated principal G-bundle. 
One can recover the original bundle from the principal one: More generally, let 
7rp : P ----+ B be a principal G-bundle, F a manifold on which G acts effectively 
on the left . Define an equivalence relation � on the space P x F by setting 
(p, m) � (pg , g- lm) , and denote the quotient space (P x F)j � by P X c  F. 
There is a well-defined map 7r :  P Xc F ----+ B given by 7r [p , mj = 7rp (p) . 

THEOREM 2 . 1 .  Let trp : P ----+ B be a principal G-bundle, F a manifold on 
which G acts on the left. Then the map 7r : P X c  F ----+ B constructed above 
is a fiber bundle over B with fiber F and structure group G, called the fiber 
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FIGURE 2 .  A Moebius band. 

bundle with fiber F associated to the principal bundle 1fp : P ----+ B and the 
given action of G. Furthermore, the principal G- bundle associated to 1f is 1fp . 

PROOF.  If (1fp , ¢) : 1fp 1 (U) ----+ U x G is a principal bundle chart ,  define 
¢ : 1f- 1 (U) ----+ U x F by ¢ [p, 111,] = ¢(p)111, . '-'Ire claim that (1f , ¢) is a candidate 
for a bundle chart ; i . e . , it is invertible . Indeed, define s : U ----+ 1fp 1 (U) by 
s (b) = (1fp , ¢) - l (b ,  e) ; then J : U x F ----+ 1f- 1 (U) , where J(b ,  111,) = [ s (b) , 111,] ,  is 
the inverse of (1f, ¢) : On the one hand, 

(1f, ¢ )  0 J (b ,  111,) = (1f , ¢) [s (b) , 111,] = (1fp (s ( b) ) ,  ¢(s (b ) )111, ) = (b, 111,) ;  
on the other, given P E 1fp 1 (U) , we have s (1fp (p)) = p¢(p) - l , so that 

J 0 (1f , ¢) [p, 111,] = J (1fP (p) , ¢(p)111,) = [S (1fp(p) ) ,  ¢(p)111,] 
= [p¢(p) -l , ¢(p)111,] = [p , 111,] .  

This establishes the claim. Since both (1f , ¢) and J are continuous ,  they are 
homeomorphisms. Now, let (1fp , ¢) and (1fP , 'IjJ ) be two principal bundle charts 
with overlapping domains . Given b in the projection of their intersection and 
111, E F, the transition function of the (candidates for) associated bundle charts 
at b is given by 

J;P,{l (b)111, = 1jJ 0 (1f, ¢) - l (b ,  111,) = 1jJ [(1fp , ¢) - l (b , e) , 111,] 
= ('IjJ 0 (1fP , ¢) - l (b ,  e ) )111, = (Jq" ,p (b)e)111, 
= Jq" ,p (b)111, . 

The collection of charts therefore induces a differentiable structure on P x G F 
and satisfies the requirements for a bundle atlas. Since the transition functions 
of the bundle coincide with those of 1fp , 1fp is the principal G-bundle associated 
� 1f .  D 

EXAMPLE 2 . 1  (The Frame Bundle of a Vector Bundle) . Let 1f : E ----+ B 
denote a rank n vector bundle over B. '-'Ire shall construct a principal GL (n)­

bundle 1fp : Fr(E) ----+ B, called the Jrame bundle oj E, with the same transition 
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functions. It will then follow from Proposition 2 . 1  and Theorem 2 . 1  that the 
frame bundle of E is the principal G L( n)-bundle associated to 7r, and that 
E ----+ B is equivalent to Fr(E) x CLen) ]Rn ----+ B. Denote by Eb the fiber 7r-1 (b) 
over b E B, and let Fr (Eb) be the collection of all frames of the vector space 
Eb ; i . e . , the collection of ordered bases P = (VI , . . .  , vn) of Eb . Each such frame 
can be viewed as an isomorphism ]Rn ----+ Eb mapping ei to Vi for 1 :::; i :::; n. 
Given two frames Pi : ]Rn ----+ Eb , there exists a unique 9 E G L( n) such that 
PI = P2g · Identifying any single frame P with e E GL(n) yields a bijective map 
Fr(Eb) +-+ GL(n) . 

Let Fr(E) := UbEBFr (Eb) , trp : Fr(E) ----+ B the map that assigns the 
point b to a frame of Eb . If (7r, ;jJ) : 7r- I (U) ----+ U x ]Rn is a vector bundle chart 
for E, define 

¢ : 7rp l (U) ----+ G = GL(n) , 

P f---* ¢ IE�p (p) 0 p . 

¢ i s  G-equivariant by  construction, and (7rp , ¢ ) : 7rpl (U) ----+ U x G i s  therefore 
bijective . Given another vector bundle chart (7r , 1f;) over U, we have 

(7rp , 'I/J) 0 (7rp , ¢) - I (b ,  g) = (7rp , 'I/J) (;jJ!ib g) = ( b , 1f; 0 (;jJ IEDg) . 

The collection of maps (7r p ,  ¢) therefore induces a differentiable structure on 
Fr(E) and forms a principal bundle atlas with transition functions f1>,'" = f;p,;r, . 
This establishes the claim. 

Notice that there is an explicit equivalence between Fr(E) x CLen) ]Rn ----+ B 
and 7r: if P = (VI , . . .  , vn ) is a frame of Eb , the equivalence maps [p, (aI , . . .  , an) ]  E 
F1'(E) x c ]Rn to L: aivi E Eb. 

EXERCISE 50. Consider a principal G-bundle trp : P ----+ B and an associated 
bundle 7r : P X C F ----+ B. 

(a) Show that p : P x F ----+ P Xc  F, where p(p, q )  = [p, q] , i s  a principal 
G-bundle , and that the projection 7r1 : P X F ----+ P onto the first factor is a 
G-equivariant map inducing 7r on the base spaces. 

P x F  � P  

P X c  F -----+ B 

(b) Show that for any P E P, the map F ----+ 7r-I (7r(p) ) given by q f---* p(p, q) 
is a diffeomorphism. 

(c) If F is a vector space and G acts linearly on F, show that 7r is a vector 
bundle. 

EXERCISE 5 1 .  Let H be a Lie subgroup of G, 7rc : Pc ----+ B, 7rH : PH ----+ B 
two principal G and H-bundles over B respectively with PH C Pc . PH ----+ B 
is said to be a principal sub bundle of Pc ----+ B if for any b E B, there exists 
a neighborhood U of b and principal bundle charts (7r H , ¢) , (7r C , 'I/J) of 7r H , 7r C 
over U such that 
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is the inclusion map. Show that in this case, given an action of G on a manifold 
F, the total spaces PH X H  F and Pc X c  F of the associated F-bundles are 
diffeomorphic via a fiber preserving map . '-'Ire say the structure group G of 
Pc X c  F ----+ B is reducible to H. 

EXERCISE 52. Prove that the structure group G of a bundle is reducible 
to H (see Exercise 5 1 )  iff the bundle admits an atlas with H-valued transition 
functions. 

3.  The Tangent B undle of S" 

In this section, we apply some of the concepts introduced above to discuss 
a basic example, that of the tangent bundle of the n-sphere. 

The standard action of SO(n + 1) on S" yields a map SO(n + 1) ----+ S" 
that sends 9 E SO( n + 1) to g( e1 ) .  The subgroup of SO( n + 1) acting trivially 
on e1 may be identified with SO( n) , and one has an induced map 

SO(n + l ) /SO(n) ----+ S" , 
[g] f--lo gel , 

which is one-to-one by construction. It is also onto since SO(n + 1) acts tran­
sitively on the unit sphere . This map is a homeomorphism (SO(n + l ) /SO(n) 
being compact) which is easily checked to be a diffeomorphism. By Examples 
and Remarks 2 . 1 (iii) , SO(n + 1) ----+ S" is a principal SO(n)-bundle. 

On the other hand, the tangent bundle of S" is a vector bundle with group 
G L( n) . For p E S" ,  the derivative of the inclusion map S" '--l- ]R"+ 1 induces 
an inner product on the tangent space of S" at p. By requiring the second 
component ¢ of each bundle chart ('If, ¢) to be a linear isometry ¢ I s; : S; ----+ 
]R" , we obtain a reduction of the structure group to O( n) ; cf. Exercise 52 . 
Since the sphere is orientable, the group may further be reduced to SO(n) . 
(More generally, we will see in the next section that any vector bundle admits 
a reduction of its structure group G L( n) to O( n) . The bundle is said to be 
orientable if its structure group is further reducible to SO( n) . The Moebius 
band from the preceding section is an example of a nonorientable bundle . )  

In terms o f  principal bundles , we are reducing the frame bundle FT(T S" ) of 
Example 2 . 1  to the SO(n)-subbundle SO(TS" ) ----+ S" of oriented orthonormal 
frames whose fiber over p E S" consists of all positively oriented orthonormal 
frames of S; . 

vVe claim that SO(TS") ----+ s" is equivalent to SO(n + 1) ----+ S" : In fact , 
the map f : SO(n + 1) ----+ SO(TS" )  which sends 9 E SO(n + 1) to the ordered 
orthonormal frame (Jgel ge2 , " "  Jgel ge,,+l ) of S;el induces the identity on 
S" . Its inverse maps an orthonormal frame VI , . . .  , V" of S; to the element 
9 E SO(n + 1) defined by gel = p, gei+1 = Jp-1Vi ' 1 ::; i ::; n. Since f is 
SO( n )-equivariant , the claim now follows from the following theorem: 

THEOREM 3 . 1 .  Let 'lfi : Pi ----+ B, i = 1 , 2 ,  be two principal G-bundles over 
B. If h : PI ----+ P2 is a G- equivariant map inducing the identity on B, then the 
two bundles are equivalent. 
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PROOF.  If (7f1 1 (U", ) ,  (7f1 ' ¢"' ) )  and (7f;- 1 (V;3) , (7f2 ' '¢;3) )  are bundle charts of 
7f1 and 7f2 , there are smooth maps 7fl 1 (U "') ----+ G and 7fl1 (V;3 )  ----+ G given by 
p >---+ ¢"' (p) and q >---+ ('¢;3 0 h) (q) respectively. Thus, the assignment 

f"',;3 : U'" n V;3 ----+ G, 

b >---+ ('¢;3 0 h) (p)¢", (p) -\ 
where p is any element of the fiber over b, is a well-defined smooth map. The 
bundles are then equivalent by Definition 1 .3 ,  since f",,;3 ( b) = '¢;3 o h o (¢", 17r1 ' (b) ) : 
Indeed ,  let 9 E G ,  a := ¢"' (p) ; then 9 = aa- 1g = ¢", (p)a- 1g = ¢", (pa- 1g) , so 
that 

'¢;3 0 h 0 (¢"' I 7rl ' (b) ) - l (g) = '¢;3 0 h (pa- 1g) = '¢;3 (h (p)) . a- 1g 
= ('¢;3 0 h) (p) . ¢", (p) - l . g .  

D 

COROLLARY 3 . 1 .  Let 7fi : Ei ----+ B, i = 1 , 2 , be two rank n vector bundles 
over B. If h : E1 ----+ E2 is a diffeomorphism mapping each fiber 7fl 1 (b) linearly 
onto 7f;- 1 (b) , then the bundles are equivalent. 

PROOF.  Define f : Fr (E1 ) ----+ Fr(E2 ) by f (p) = h o p , where p : ]Rn ----+ 
7fl 1 (b) is a frame of E1 . By Theorem 3 . 1 ,  the two frame bundles are equivalent , 
and therefore so are the associated vector bundles Ei ----+ B .  D 

Corollary 3 . 1  provides another approach to the tangent bundle of the sphere, 
or more generally, to the tangent bundle Tl\!I of any homogeneous space 1\!I = 
G / H: Let p = eH E 1\!I, so that H is the isotropy group at p of the action; 
i . e . , H = {g E G I gp = p}. The linear isotropy representation at p is the 
homomorphism p : H ----+ GL(l\!Ip) given by p(h) = h *p .  It is not difficult to 
show that if 1\!I is connected and G acts effectively on 1\!I, then p is one-to-one; 
in this case, p induces an effective linear action of H on l\!Ip .  

PROPOSITION 3 . 1 .  If G acts effectively o n  the homogeneous space 1\!I = 
G / H, then the tan gent bundle of 1\!I is equivalent to the bundle G x H 1\!I p ----+ 1\!I ,  
where H acts on l\!Ip via the linear isotropy representation at p .  

PROOF.  Consider the map f : G X H  l\!Ip ----+ Tl\!I defined by f [g ,  u] = g*u ,  
which i s  clearly smooth, and linear on  each fiber. Its inverse i s  given a s  follows: 
if v E l\!Iq ,  then by transitivity of the action of G, there exists some 9 E G such 
that gp = q. Then f-1 (V) = [g , g,;-/v] . This is well-defined ,  for if q = gp = gp, 
then g- lg E H, so that 9 = gh for some h E H, and 

[g, g;:-p1v] = [gh ,  p(h) - lg;:-p1V] = [gh ,  h;:-p1g;:-p1V] = [gh , (gh) ;:-p1v] = [g, g;:-p1v] . 
D 

The hypothesis that G act effectively on 1\!I in Proposition 3 . 1  is not re­
strictive: Exercise 54 shows that 1\!I can always be realized as G/ II, where G 
acts effectively on 1\!I .  

EXERCISE 53 .  Let 53 denote the group o f  quaternions o f  norm 1 .  Identify 
50 (3) with the special orthogonal group of span{i , j , k} = ]R3 , and define p : 
53 ----+ 50 (3) by p(p)q = pqp- 1 (quaternion multiplication) . 
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(a) Show that p is a homomorphism with kernel {±1 } .  It is not hard to 
see that p is onto, so that 50(3) is diffeomorphic to ]Rp3 and p is the standard 
double covering. 

(b) Consider the principal 50(2)-bundle 7r : 50(3) --+ 52 . Prove that 
7r 0 P : 53 --+ 52 is equivalent to the Hopf fibration. 

EXERCISE 54. Let lV! = G / H be a homogeneous space. 
(a) Show that the subgroup of G which acts trivially on lVI is the largest 

normal subgroup N(H) of G which lies in H. 
(b) Show that a = G/N (H) acts effectively on lVI, and that lVI = a/H, 

where H = H/N(H) . 

4. Cross-Sections of B undles 

A trivial bundle B x F --+ B has the property that through any point 
( b ,  m) E B x F, there is a copy B x {m} of B ;  alternatively, the map s : B --+ 
B x F given by s (  b) = (b ,  m) is a lift of the identity IB (in the sense that 
7r 0 s = 1 B) through ( b ,  m) . It is by no means clear that such lifts exist in 
general, and they have a special name : 

DEFINITION 4 . 1 . Let � = 7r : lV! --+ B be a fiber bundle . A map s : B --+ lV! 
is said to be a cross-section of � if 7r 0 s = 1 B .  

For example, a vector field on a manifold lV! is a cross-section of the tan­
gent bundle of lV!; a differential k-form on lV! is a cross-section of the bundle 
A� (lV!) --+ lVI. It is common practice to abbreviate cross-section by section. 
Before looking at further examples, we point out that one can construct from a 
given vector bundle � many other vector bundles whose structure is induced by 
that of ( '-'Ire illustrate the procedure in detail for the dual C of a vector bundle 
( It is convenient to denote the fiber 7r-1 (b) of a vector bundle 7r : E --+ B over 
b by Eb, and we will often do so . 

PROPOSITION 4 . 1 .  Let � = 7r : E --+ B be a rank n vector bundle, and 
define E* = UbEBE; . For a E E; , let 7r* (a) = b. There exists a natural rank 
n vector bundle structure on C = 7r* : E* --+ B induced by � .  C is called the 
dual bundle of � .  

PROOF.  Let (7r , <p )  be a bundle chart o f �  over U c B .  Since <P I Eb : Eb - -+ ]R" 
is an isomorphism for each b E U, so is ;P I E;' : E; --+ ]R"* � ]R" , where ;P I E;' :=  
(<P I Eb ) -h (recall that the transpose o f  a linear transformation L : V - -+  vV is 
the linear map L* : vV* --+ V* given by (L* a)v = a(Lv) for a E vV* , v E V) . 
Then (7r* , ;P) : 7r* - l (U) --+ U x ]R" is one-to-one , onto, and its restriction to 
each E; is linear ; if (7r, 'IjJ) is another bundle chart ,  then 

Thus, there exist unique topological and differentiable structures on E* for 
which the maps (7r* , ;P) become local diffeomorphisms. These maps form a 
bundle atlas, since the transition functions are given by f ¢,i/J (b) = f 'I/J , q,  (p) * . D 
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Given two vector bundles �i = 7ri : Ei ----+ B, one defines in a similar fashion 
the tensor product bundle 6 06 with fiber E1b 0 E2b over b, the homomorphism 
bundle Hom(6 , 6 ) whose fiber over b consists of all linear transformations 
E1b ----+ E2b ,  etc. The isomorphism Hom(Elb ,  E2b )  � E;b 0 E2b induces an 
equivalence Hom(6 , 6 )  � �; 0 6 · 

DEFINITION 4 . 2 .  A Euclidean metric on a vector bundle � = 7r : E ----+ B 
is a section s of the bundle (� 0 �) * such that s (b) is an inner product on Eb 
for each b E B .  A Euclidean metric on the tangent bundle of a manifold lV! is 
called a Riemannian metric on lV!.  

Loosely translated, a Euclidean metric on  � i s  just an  inner product on  the 
fibers that varies smoothly with the base point. 

THEOREM 4 . 1 .  Every vector bundle � = 7r E ----+ B admits a Euclidean 
metric. 

PROOF.  Consider a locally finite cover of B by sets {V oJ whose preimages 
are the domains of bundle charts { (7r ,  ¢a) } .  Define a Euclidean metric Sa on 
each 7r -

1 (Va ) so that ¢a becomes a linear isometry: sa (u , v ) = (¢au , ¢av) ,  
where ( , ) denotes the standard inner product on ]Rn . Let {V>a} be a partition 
of unity subordinate to {Va } ,  and extend Sa to all of B by setting sa (b) = 
V>a ( b) sa (b) if b E Va and sa (b) = 0 otherwise . Then s = L:a Sa is a Euclidean 
metric on � .  D 

Theorem 4 . 1  implies that every rank n vector bundle admits a reduction of 
its structure group to O(n) , by requiring that charts be linear isometries when 
restricted to each fiber. 

Notice that a vector bundle always admits a section, namely the zero section 
given by s ( b) = 0 E Eb . Principal bundles, on the other hand, do not, in general, 
admit sections : 

THEOREM 4 . 2 .  A principal G- bundle 7r : P ----+ B admits a section iff it is 
trivial. 

PROOF.  If 7r : B x G ----+ B is trivial, then for any fixed 9 E G, the map 
s (b) := ( b , g) defines a section of 7r. Conversely, suppose s B ----+ P is a 
section. Since p E P  and s (  7r(p)) belong to the same fiber, there is a well-defined 
equivariant map ¢ :  P ----+ G such that p = s (7r (p) )¢(p) . (7r , ¢) : P ----+ B x G is 
then an equivalence by Theorem 3 . 1 .  D 

EXAMPLE 4 . 1 . Recall from Section 3 that the principal SO(n)-bundle over 
sn associated to the tangent bundle of sn is 7r SO(n + 1) ----+ SO(n + 
l ) /SO(n) = sn . '''Then n = 3, S3 is identified with the group of quaternions of 
norm 1 ,  and el = 1 E JHI. 

Consider the map s : S3 ----+ SO( 4) given by s( q)u = qu , for q E S3 C lHl ,  
u E lHl = ]R4 . Then (7r o s ) (q) = s (q) l = q ; i . e . ,  s is a section of 7r :  SO(4) ----+ S3 , 
and SO( 4) is diffeomorphic to S3 x SO(3) (although not isomorphic, as a group , 
to the direct product S3 x SO(3) ) .  Since 7r is trivial, so is the associated tangent 
bundle T S3 ----+ S3 . vVe saw in Chapter 1 that even-dimensional spheres do not 
admit a nowhere-zero vector field; i . e . , their tangent bundle does not admit a 
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nowhere-zero section, and is therefore nontrivial. Thus, none of the bundles 
50(n + 1) ----+ 5n admit sections when n is even. 

EXERCISE 55 .  Consider the map 

¢ : 53 X 53 ----+ 50(4) ,  ¢(q1 ' q2 )U = q1uq:; I , 
Show that ¢ is a Lie group homomorphism, and determine its kernel. It is not 
hard to see that ¢ is onto , so that 53 x 53 is the two-fold covering group of 
50(4) ,  denoted 5pin(4) . Notice that ih , � : 53 ----+ 53 X 53 are the imbedding­
homomorphisms given by � (q) = (q , e) and �(q) = (q ,  q) , then ¢o �  is the section 
from Example 4 . 1 ,  and ¢ 0 � is the two-fold covering from Exercise 53 .  

EXERCISE 56 .  Let � i = 7ri : Ei ----+ B be vector bundles over B, i = 1 , 2 , and 
denote by r�i the collection of sections of �i . 

(a) Show that r�i is a module over the ring of smooth functions B ----+ lR?. 
(b) Show that r Hom(6 , 6 ) and Hom(r6 , r6 )  are naturally isomorphic 

as modules . 

EXERCISE 57 .  A complex vector bundle is a bundle with fiber en whose 
transition functions are complex linear. Show that a real rank 2n vector bundle 
� admits a complex vector bundle structure iff there exists a section J of the 
bundle Hom(� , �) such that J2 equals minus the identity on the total space. J 
is called a complex structure on � .  

5 .  Pullback and Normal B undles 

Let � = 7r : lV! ----+ B denote a fiber bundle with fiber F and group G. Given 
a manifold B and a map f : B ----+ B, one can construct in a natural way a 
bundle over B with the same fiber and group : Consider the subset 

J*M = { (b , m) E B x M 1 7r (m) = f (b )} 
together with the subspace topology from B x lV!, and denote by 7r1 : f* lV! ----+ B ,  
7r2 : J* lV! ----+ lV! the projections. 

PROPOSITION 5 . 1 .  f*� = 7r1 : f* lV! ----+ B is a fiber bundle with fiber F and 
group G, called the pullback bundle of � via f, and 7r2 : J* lV! ----+ lV! is a bundle 
map covering f. Furthermore, J* � is uniquely characterized by the property 
that 7r 0 7r2 = f 0 7r1 ; 

f*M � M  

B � B  
f 

�. e . ,  if (, = ft : IV! ----+ B is a fiber bundle with fiber F and group G, and there 
exists a bundle map J : (, ----+ � covering f : B ----+ B, then (, � J* � .  

PROOF.  A bundle chart (7r , ¢) o f  � over U C B induces a chart (7f1 ' ¢ )  of 
J*� over f-1 (U) , where ¢ = ¢ 0 7f2 . It is easily checked that the transition 
functions satisfy f ¢,ijJ = f <f;,,p 0 f, so that f* � is a bundle as cl(j,imed, and 7f2 
is a bundle map by definition. For the uniqueness part, let � be a bundle 
as in the statement . By the remark following Definition 1 . 3 ,  the coordinate 
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bundle over B with bundle charts of the form ('if- 1 (I- I (U) ) ,  ('if , ¢ 0 f) ) ,  where 
(-7r- 1 (U) , (7r , ¢) )  is a bundle chart of 7r, is equivalent to �. Since it has the same 
transition functions as f* � , J* � is equivalent to �. D 

Observe that the structure group of J* � may very well be smaller than G, 
since its transition functions are those of � composed with f .  

If �i = 7ri : Ei ----+ B are two vector bundles o f rank ni  over B ,  then 6 x 6 = 
7r 1 X 7r2 : El x E2 ----+ B x B is a vector bundle of rank nl + n2 ' Consider the 
diagonal imbedding � :  B ----+ B x B , �(b) = ( b ,  b) . 

DEFINITION 5 . 1 .  The Whitney sum 6 EEl 6 is the rank (n1 + n2 ) vector 
bundle �* (6 x 6) . 

The fiber of 6 EEl 6 over b E B is Elb EEl E2b · 

DEFINITION 5 . 2 .  Let �i = 7ri : Ei ----+ B b e  two vector bundles over B . A 
map h : El ----+ E2 is said to be a homomorphism if it maps each fiber E1b 
linearly into E2b .  

Thus , a homomorphism h : E1 ----+ E2 is just another word for a section s of 
the bundle Hom( 6 , 6 ) :  '-'Ire can go from one to the other via s (b) = h i  E I b " By 
Corollary 3 . 1 ,  if h is an isomorphism on each fiber, then h is an equivalence. 
Conversely, an equivalence is a homomorphism (and a bundle map) . More 
generally: 

PROPOSITION 5 . 2 .  Let �i = 7ri : Ei ----+ Bi be vector bundles over Bi , i = 1 , 2 . 
If h El ----+ E2 maps each fiber 7rl 1 (b 1 ) linearly into a fiber 7r;- 1 (b2 ) ,  then 
h = f o g, where 9 is a homomorphism and f a bundle map. 

PROOF.  Consider the pullback bundle h*6 , where h : Bl ----+ B2 is the map 
induced by h .  If P1'2 : h* E2 ----+ E2 is the bundle map given by projection onto 
the second factor , then h = P1'2 0 g, where 9 : El ----+ h* E2 is the homomorphism 
g(u) = (7rl (U) , h(u) ) .  

E1 9 h* E2 pT2 E2 � � 

�1 1 PT1 1 1 �2 

B1 � 
1 Bl 

B1 � h B2 

D 
THEOREM 5 . 1 .  Let �i = 7ri : Ei ----+ B denote vector bundles over B, h : 

E1 ----+ E2 a homomorphism. 
( 1 )  If h is one-to- one (on each fiber), then coker h = 6/h(6) is a vector 

bundle over B .  
(2) If h is onto, then ker h is a vector bundle over B .  

PROOF.  ( 1 )  Suppose that for each b E B , the restriction h : Elb ----+ E2b is 
injective . If 6 has rank n and 6 rank n + k, then the vector space E2b/ h( E1b ) 
has dimension k .  '-'Ire construct a bundle atlas for coker h = UbEBE2b/h(Elb ) : 
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Let b E B, (7rl , ¢) and (7r2 ' 'I/J ) be bundle charts on 7r; I (U) ,  where U IS a 
neighborhood of b. Consider the map 9 : U ----+ Hom(jRn , jRn+k ) given by 

g (p) = 'I/J 0 h 0 (¢ I E1P ) - I . 
g(p) has rank n for all p E U, and we may assume, by reordering coordinates 
if necessary, that the first n rows of the matrix lVI(b) of g(b) with respect to 
the standard bases are linearly independent ; i . e . , that P1'1 0 g(b) : jRn ----+ jRn is 
an isomorphism, where P1'1 : jRn+k ----+ jRn is the projection. By continuity, this 
holds for all p in a neighborhood (which we also call U) of b. It follows that for 
each p E U ,  the map 

jRn+k = jRn X jRk ----+ jRn+k , 
(u, v) f----+ g (p)u + (0 ,  v) 

is an isomorphism, and f : U x jRn X jRk ----+ U x jRn+k , where f (p , u, v) = 
(p , g (p )u + (O , v ) ) , is an equivalence of trivial bundles. Thus, (7r2 ' W) := f-1 0 
(7r2 ' 'I/J) is a bundle chart for 6 · By construction, v E E2p belongs to h (Elp )  
iff  (7r2 ' W) (v )  E P x jRn X 0 C U x jRn X jRk . Therefore, i f  7r : coker h ----+ B is 
the natural projection and P1'2 : jRn X jRk ----+ jRk the projection onto the second 
factor, then the bundle chart (7r2 ' W) of 6 induces a diffeomorphism 

7r- l (U) ----+ U X jRk , 
W + h(Elp) f----+ (p, (W2 0 W)w) ,  

which is linear on each fiber. This yields a bundle atlas on coker h ----+ B :  
smoothness o f  the transition functions follows from smoothness o f  h and o f  the 
transition functions of �i . 

(2) Suppose h : Elb ----+ E2b is onto for each b E  B, with n+k  and n denoting 
the ranks of 6 and 6 respectively. Let U, 9 : U ----+ Hom(jRn+k , jRn) be as in 
( 1 ) .  '-'Ire may assume that g(p)el , . . .  , g(p)en are independent for each p in U.  
Define a bundle equivalence 

f : U x jRn+k ----+ U x jRn X jRk , 
(p, a) f----+ (p , g(p) a , an+ l , . . .  , an+k ) ,  

so that (7r 1 , <D) : = f 0 (7r 1 , ¢) is a bundle chart for 6 over U .  B y  construction, 
h (v) = 0 for v E 1fl 1 (U) iff (7rl ' <D) (v) E U x 0 X jRk . (7rl , pr2 o <D) is therefore a 
bundle chart for ker h .  D 

If h : 6 ----+ 6 is a one-to-one homomorphism, then h (6) is a subbundle of 
6 equivalent to 6 .  An exact sequence of bundle homomorphisms is a sequence 
of homomorphisms 

h f 0 -----> 6 -----> 6 -----> 6 -----> 0 
such that the kernel of each map equals the image of the preceding one; thus, 
h is one-to-one, f is onto, and h (6 ) = ker f .  

h f PROPOSITION 5 . 3 .  If 0 -----> 6 -----> 6 -----> 6 -----> 0 is an exact sequence 
of homomorphisms, then there exists an equivalence 9 : 6 ----+ 6 EEl 6 with 
g o  h : 6 ----+ 6 EEl 6 being the inclusion, and f 0 g- 1 : 6 EEl 6 ----+ 6 the projection. 
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PROOF .  Consider a Euclidean metric ( , )  on 6 (cf. Theorem 4 . 1 ) . Since 
the metric is smooth as a section, the orthogonal projection 7r : 6 -+ h( 6) is a 
bundle homomorphism. Being onto , its kernel h (6 )J  is a bundle , and the map 

L :  h (6)  E9 h (6) L -+ 6 , 
(V , W) H V + W 

is an equivalence. The restriction h : 6 -+ h(  6)  of h is also an equivalence. 
Furthermore, the restriction f : h (6 ) _L -+ 6 of f is a one-to-one homomorphism 
because ker f = h (�l ) '  so that by rank considerations, it is an equivalence. Thus, 
9 := (h-1 E9 f) 0 L - 1 : 6 -+ 6 E9 6 has the required properties. D 

EXAMPLE 5 . 1 .  Let � = 7r : E -+ B be a vector bundle over B, and denote 
by TE , TB the tangent bundles of E and B. Since 7r* : TE -+ TB maps the fiber 
over u E E linearly onto the fiber over 7r( u) E B, 7r * induces an epimorphism 
h : TE -+ 7r*TB by Proposition 5 . 2 .  Its kernel ker h = ker 7r* is therefore the 
total space of a bundle V� = 7rv : V E -+ E over E, called the vertical bundle of 
� .  By Proposition 5 . 3 ,  

TE � V� E9 7r*TB . 
The fiber V Eu of V� over u E E can be described as follows : If b = 7r( u) ,  and 
� : Eb = 7r-1 (b) -+ E denotes inclusion, then VEu = �* (Eb)u as an immediate 
consequence of Proposition 6 . 2  in Chapter 1 (here, (Eb)u is the tangent space 
of Eb at u) .  

Let f : JVI -+ N b e  an ImmerSIon. Since f* : T1V! -+ TN IS linear and 
one-to-one , it induces a monomorphism h : T1\1 -+ f*TN . 

DEFINITION 5 . 3 .  Let f : lV! -+ N be an immersion. The normal bundle of 
f is the bundle v(J) = J*TN/h(T1\1)  over M. 

Since 0 -+ T1\1 -+ J*TN -+ v(J) -+ 0 i s  an exact sequence o f  homomor­
phisms , Proposition 5 . 3  implies that J*TN � T1\1 E9 v(J) .  In fact , given a Eu­
clidean metric on f*TN (for instance one induced by a Riemannian metric on 
N) , v(J) is equivalent to the orthogonal complement of h( T1\1) .  

EXAMPLE 5 . 2 .  Consider the inclusion � : 5" -+ jR"+l . By the remark 
following Proposition 5 . 1 ,  the pullback of the trivial tangent bundle of jR,,+l 
via � is the trivial rank (n + 1 ) bundle (';,,+1 over 5" . The normal bundle of � is 
also the trivial rank 1 bundle (';1 over 5" : Indeed ,  the restriction of the position 
vector field p H JpP to the sphere is a section of the frame bundle of T§-n . Thus, 

T Sn E9 (';1 � (,;"+1 , 
even though Tsn is not, in general, trivial. 

EXERCISE 58 .  Show that if � is a vector bundle , then �E9� admits a complex 
structure, see Exercise 57. Hint: Let J( u, v) = (-v ,  u) .  

EXERCISE 59 .  If � = 7r : E -+ B is a vector bundle , show that the vertical 
bundle of � is equivalent to the pullback 7r* �. Hint: Recall the canonical iso­
morphism Ju of the vector space Eb with its tangent space (Eb)u at u. Show 
that f : 7r* E -+ VE is an equivalence, where f (u, v) = Juv .  
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EXERCISE 60 .  If � = 7r : E ----+ B is a vector bundle, then by Example 5 . 1  
and Exercise 5 9 ,  TE � 7r*� ffi 7r*TB ' Prove that i f  s is the zero section o f � ,  then 

S*TE � � ffi TB · 
Thus, the normal bundle of the zero section in � is � itself. 

6. Fibrations and the Homotopy Lifting/Covering Properties 

Although we have so far only considered bundles over manifolds, the defi­
nition used also makes sense for manifolds with boundary (and even for topo­
logical spaces-the traditional type of base in bundle theory- if we replace 
diffeomorphisms by homeomorphisms) . Let B be a manifold, I = [0 , 1 ] , and for 
t E I, denote by �t : B ----+ B x I the imbedding �t (b) = (b ,  t) .  Recall that two 
maps f, 9 : B ----+ B are said to be homotopic if there exists H : B x I ----+ B with 
H 0 �o = f and H 0 �1 = g. H is called a homo topy of f into g . 

Homotopies play an essential role in the classification of bundles: In this 
section, we will see that if � is a bundle over B ,  then for any two homotopic 
maps f, 9 : B ----+ B ,  the induced bundles J* � and g* � are equivalent . 

'-'Ire begin by introducing the notion of fibration, which is weaker than that 
of fiber bundle: 

DEFINITION 6 . 1 .  A surjective map 7r : lV! ----+ B is said to be a fibration if 
it has the homo topy lifting property : namely, given f : B ----+ lV!, any homotopy 
H : l} x I ----+ _B of 7r 0 f can be lifted to a homotopy if : B X I ----+ lV! of f; i . e . ,  
7r 0 H = H, H 0 �o = f . 

In order t o  show that a fiber bundle � = 7r : lV! ----+ B i s  a fibration, we first 
rephrase the problem: Notice that a homotopy H : B x I ----+ B can be lifted 
to if : B x I ----+ lV! iff the pullback bundle H* lV! ----+ B x I admits a section. 
Indeed ,  if if is a lift of H, then (b, t) f----+ (b, t, if (b , t)) is a section. Conversely, if 
s is a section of H* lV! ----+ B x I , then 7r2 0 s is a lift of H, where 7r2 : H* lV! ----+ lV! 
is the second factor projection. In other words, the homotopy lifting property 
may be paraphrased as saying that if � is a fiber bundle over B x I, then any 
section of � I B x 0 can be extended to a section of � .  

'-'Ire begin with the following: 

LEMMA 6 . 1 .  Let � be a principal bundle over B x I. Then any b E B has 
a neighborhood U such that the restriction �I U x I is trivial. 

PROOF.  By compactness of b x I, there exist neighborhoods VI , . . .  , Vk of b ,  
and intervals h ,  . . .  , h  such that {Vi x 1d i s  a cover o f  b x I , and each restriction 
� l Vi x Ii is trivial. '-'Ire claim that U may be taken to be VI n . . .  n Vk . The proof 
will be by induction on k .  

The case k = 1 being trivial, assume the statement holds for k - 1 .  Order 
the intervals 1j by their left endpoints ,  so that if 1j = (t� , t3 ) '  then t� < t�+1 
(if t� = t�+I ' then either 1j or 1j+1 can be discarded) . '-'Ire may also assume 
that ti < t§ since otherwise h may be discarded. If to E (t� , t i ) ,  then by the 
induction hypothesis, � is trivial over U1 x [0 , to ) ,  and over U2 x (to , 1 ] , where 
U1 = VI and U2 = V2 n . . .  n Vk · Let SI and S2 be sections over these two sets. 
For each (q, t) E (U1 n U2 ) x (t� , t i ) ,  there exists a unique g(q , t)) E G such that 
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SI (q , t) = S2 (q , t)g(q, t) , and g :  (U1 n U2 ) x (t8 , tD -+ G is smooth because the 
sections are. Extend 9 to a differentiable map 9 : (U1 n U2 ) x (t8 , 1] -+ G. We 
then obtain a section S of � restricted to (U1 n U2 ) x I by defining 

s (q t) = 
{ S I (q ,  t) , , 
S2 (q ,  t )g(q ,  t) , 

for t ::; to , 
for t ;::: to . 

D 

THEOREM 6 . 1 .  Let � = 7r : P -+ B x I be a principal G-bundle, and 
consider the maps p : B x 1 -+  B x 1, p(b ,  t) = (b , l ) ,  and j : B x 1 -+ B x I, 
j (b ,  1 )  = (b, l ) .  Then 

PROOF.  Denote by 7rB : P -+ B and u : P -+ I the maps obtained by 
composing 7r with the projections of B x I onto its two factors. ,,,re will construct 
a G-equivariant bundle map I : P -+ 7r-1 (B x l) covering Pi the theorem will 
then follow from Theorem 3 . 1  and Proposition 5 . 1 .  

By  Lemma 6 . 1 ,  there exists a countable cover {Un} o f  B such that � is 
trivial over each Un X I. Let Sn denote a section of � I Un X [ ' and {¢n } a partition 
of unity subordinate to {Un } .  Since any element in 7r-1 (b ,  t) with b E Un can 
be written as sn (b ,  t)g for a unique 9 E G, the assignment 

In : 7r- 1 (Un X 1) -+ 7r-1 (Un X 1) , 
sn (b , t )g f----+ sn (b , min{t + ¢n (b) , l } )g 

i s  a G-equivariant bundle ma p .  Furthermore, In i s  the identity on an open set 
containing 7r-1 ( aUn x 1) , and may therefore be continuously extended to all of 
P by defining In (q) = q for q rJ- 7r-1 (Un x 1) . Finally, set 1 = h 0 h 0 · · · . The 
composition makes sense because all but finitely many In are the identity on 
a neighborhood of any point. I is G-equivariant since each In is , and u 0 I = 
min{u + (I: ¢n ) o 7rB , l } ,  so that u o l == 1 .  Thus, I maps into 7r-1 (B x l ) , 
and furthermore, I is differentiable, because although u 0 In is in general only 
continuous , u 0 I is differentiable. This completes the proof. D 

COROLLARY 6 . 1  (Homotopy Lifting Property) . A fiber bundle is a fibration. 

PROOF.  As noted at the beginning of this section, what needs to be shown 
is that if � is a fiber bundle over B x I with group G and fiber F, then any 
section S of � IBx l can be extended to the whole bundle. ,,,rith the notation of 
Theorem 6 . 1 ,  if 7r : P -+ B x I denotes the principal G-bundle associated to � ,  
then there exists a bundle map I :  P -+ 7r-1 (B x 1 )  covering p . I then induces a 
bundle map I : � -+ � IBx l between the associated bundles with fiber F. Thus, 
1-1 0 s o p  is a section of � .  Furthermore , the restriction of I to 7r-1 (B x 1) is 
the identity, so I-I 0 s o p is an extension of s . D 

Recall that �t : B -+ B x I denotes the imbedding �t (b) = ( b ,  t) . 

COROLLARY 6 . 2 .  Let � be a fiber bundle over B x I. Then �o� � � i� .  
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PROOF.  ,,,re may assume that � is a principal bundle. Let PI : B x 1 ----+ B 
denote the projection onto the first factor. ,,,rith notation as in Theorem 6 . 1 ,  
j 0 P = �I 0 PI , and � � (j 0 p) * � = pi � i � . Thus, 

��� � ��pi � i � = (PI 0 �o ) * �r � = � r � ,  
since PI 0 �o = lB . D 

COROLLARY 6 . 3  (The Homotopy Covering Property) . Let � denote a fiber 
bundle over B. If f, 9 : H ----+ B are homo topic, then 1* � � g* � .  

PROOF.  Let H : H x I ----+ B be a homotopy with H O �o = f and H O �I = g . 
By Corollary 6 . 2 ,  

D 

EXERCISE 6 1 .  Show that a bundle over a contractible space (one for which 
the identity map is homotopic to a constant map) is trivial. 

EXERCISE 62 . Suppose lV! ----+ B is a fiber bundle , and let H : B x I ----+ lV! be 
a lift (the existence of which is guaranteed by Corollary 6 . 1 ) of some homotopy 
H : H x I ----+ B . Show that if may be chosen to be stationary with respect to 
H; i . e . ,  if H (b , t) is constant in t for some b E H, then so is if (b , t) .  

EXERCISE 63 .  Let 7r : lV! ----+ B be a fibration, b E  B ,  P E 1r- 1 (B) . 
(a) Show that any curve c : 1 ----+ B with c(O) = b may be lifted to a curve 

C in M with c(O) = p . 
(b)  Let Ci , i = 1 , 2 ,  denote two curves in B from b to b ,  and H a homotopy 

of C1 into C2 with H(O ,  s) = b, H(l , s) = b for all s E I. Prove that, if Ci is a 
lift of Ci to lV! with Ci (0) = p, then C1 is homotopic to C2 , and the two curves 
have the same endpoint . 

(c) Prove that the lift of C in (a) is unique . 

7. Grassmannians and Universal Bundles 

The collection Gn,k of all n-dimensional subspaces (or n-planes) of jRn+k 
is called the Gmssmannian manifold of n-planes of jRn+k . Consider the map 
7r : O(n + k) ----+ Gn,k given by 1r(L) = L(jRn ) ,  where jRn denotes the subspace 
jRn X 0 C jRnH .  7r is onto, and 1r(L) = 1r(T) iff L - 1 0 T (jRn ) = jRn ; i . e . ,  iff L - 1 0 
T E O(n) x O(k) c O(n + k) . 7r therefore induces a bijective correspondence 

O(n + k)jO(n) x O(k) .......... Gn,k , 
and we endow Gn,k with the differentiable structure for which this correspon­
dence becomes a diffeomorphism. Gn k is then a compact homogeneous space 
of dimension (n�k) - (;) - (�) = nk . 

'
G1 ,k ' for example, is just jRpk . 

One can explicitly describe a differentiable atlas for Gn,k : Given an n-plane 
p in Gn,k , decompose jRn+k = p EEl p_L , and denote by 7r1 , 7r2 the projections 
of jRn+k onto P and pJ_ respectively. Let U be the open neighborhood of P 
consisting of all n-planes V such that 7r1 1 V : V ----+ P is an isomorphism, and 
define x : U ----+ Hom(P, pJ_) by x (V) = 7r2 0 7r��! . X is a homeomorphism with 
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inverse x-l (L) = {u + Lu I u E P} .  Since Hom(P, P�)  � P* ® P� is a vector 
space of dimension nk, x may be considered as a coordinate map x : U ----+ lRnk . 
It is straightforward to check that the transition maps for the collection of all 
such charts are differentiable. 

There is a canonical rank n vector bundle "In k over Gn k : its total space is 
the subset E( "In ,k ) of Gn,k x lRn+k consisting of ali pairs (P, �) such that u E P, 
and 7r : E( "In ,k ) ----+ Gn,k is given by 7r (P, u) = P. Thus , the fiber over P E Gn,k 
is P itself. The differentiable atlas of Gn,k described above induces a bundle 
atlas on "In ,k : given P E Gn,k , the orthogonal projection p : lRn+k ----+ P, and 
U = {V E Gn,k I Pw is an isomorphism} ,  let ¢ : 7r- 1 (U) ----+ P � lRn be given 
by ¢(v) = p(v) . Then (7r, ¢) 7r-l (U ) ----+ U x lRn is a diffeomorphism which 
maps each fiber isomorphically onto lRn . 

"In ,k is called the universal rank n bundle over Gn,k , the reason being that 
any rank n vector bundle over a manifold B is equivalent to J*"In,k for suffi­
ciently large k and some map J : B ----+ Gn,k . Recall that the pullback of a 
bundle is less twisted than the original, since the transition functions of the 
former equal those of the latter composed with the pullback map. Roughly 
speaking, the universal bundle is so twisted that any other bundle is a diluted 
version of it . Some more work is needed before we are in a position to prove 
this, but it can already be established in the case of a tangent bundle : 

EXAMPLE 7 . 1 .  A classical theorem in topology states that any n-manifold 
lV! can be immersed in Euclidean space lRn+k , provided k is large enough. If 
J is such an immersion, then J*lV!p is an n-dimensional subspace of lRf�� for 
each p in lV!, and :Jf(�/*lV!p is an element of Gn,k . The map 

h : TM ----+ E("fn ,k ) ,  
v f--4 (:Jf(�/*Mp , :Jf(�/*v) , 

for v E lV!p, is a bundle map covering h : lV! ----+ Gn,k , where h(p) = :Jf(�/*lV!p.  
Thus, the tangent bundle o f  lV! i s  equivalent t o  h *"In ,k by Proposition 5 . 1 .  

V\ Mp 
\- -r \ \ 

..... _ .....l h(p) 

F IGURE 3 .  A classifying map h : 52 ----+ G2 , 1 for T 52 . 

In order to deal with the general case, we will need the following: 
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LEMMA 7 . 1 .  Let � denote a vector bundle over an n-dimensional manifold 
B. Then B can be covered by n + 1 se ts Uo , . . .  , Un , where each restriction � I Ui 
is trivial. 

PROOF.  Choose an open cover of B such that � is trivial over each element . 
It is a well-known theorem in topology that this (and in fact any) cover of an 
n-dimensional manifold B admits a refinement {V",}",EA with the property that 
any point in B belongs to at most n + 1 V", 's o  Let {¢"' }  be a partition of unity 
subordinate to this cover, and denote by Ai the collection of all subsets of A with 
i + 1 elements . Given a = {ao , . . .  , ad E Ai , denote by vVa the set consisting of 
those b E B such that ¢", (b) < ¢",o ( b) , . . .  , ¢", , (b) for all a # ao , . . .  , ai . Then 

( 1 )  each Wa is open, 
(2) Wa n Wal = '" if a # a', and 
(3) � I Wa is trivial. 

Statements ( 1 )  and (2) follow immediately from the definition of these sets; 
(3) holds because Wa C nj=o supp ¢"'J C nj=o V"'J ' and � is trivial over each 
V", . Define Ui = UaE,4i Wa . By ( 1 ) , Ui is open, and by (2) and (3) , � is trivial 
over Ui . 

It remains to show that Uo , . . .  , Un cover B. For any fixed b E B, consider 
the set a = {a E A I ¢", (b) > O} .  a is nonempty because ¢", (b) > 0 for some a,  
and a E Aj for some j :::; n because at most n + 1 of the sets V", contain b ,  so 
that at most n + 1 of the functions ¢'" are positive at b. Then b E Wa C Uj . D 

THEOREM 7 . 1 .  Let � be a rank n vector bundle over B .  For large enough 
l, there is a map f : B -" Gn ,l such that � � 1* "'In , l · 

Gn , l is then called a classifying space and f a classifying map for � .  
PROOF OF THEOREM 7 . 1 .  By  Lemma 7 . 1 ,  there i s a n open cover U1 , · · · , Uk 

of B with the restriction of � over each Ui being trivial, so that there exist bun­
dle charts (-lr , ¢i ) : 7r-1 (Ui ) -" Ui X ]Rn . Let 'I/-'l , . . .  , 'I/-'k be a partition of unity 
subordinate to U1 , . . .  , Uk , and define <Pi : E(�) _,, ]Rn for each i = 1 ,  . . .  , k by 

U E 7r-1 (Ui ) , 
U � 7r-1 (Ui ) . 

<Pi is linear on each fiber of � ,  but not one-to-one in general. However, <P = 
(<PI , " "  <Pk ) : E(�) -" ]Rnk is one-to-one: suppose <p(u) = 0; if b = 7r(u) , then 
'I/-'j (b) > 0 for some j ,  and b E Uj . Since <p(u) = 0, <Pj (u) must also vanish. But 
<Pj is an isomorphism on Eb, so that u = 0, and <P is one-to-one. Then 

f : E(�) -" E("'(n,n(k- 1) ) ,  

is a bundle map covering 

U f-4 (<p(7r- 1 (7r(u) ) ) ,  <p (u) ) 

f : B -" Gn,n (k- 1 ) , 
b f-4 <P (7r-1 (b) ) , 

and � � 1*"'In,n(k-1 ) as claimed. D 
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It follows from Lemma 7 . 1  and the proof of Theorem 7 . 1  that the integer 
l in that theorem may always be chosen to equal nk, where k is the dimension 
of B ,  and n the rank of the bundle . In some cases, it may be taken to be much 
smaller: vVhen B is a k-sphere , one can choose l = n, since Sk may be covered 
by two contractible open sets, and the restriction of the bundle to each of these 
is trivial by Exercise 6 1 .  

A classifying map is not unique, since any homotopic map will induce the 
same bundle by Corollary 6 . 3 .  Furthermore, if k < k' ,  then the inclusion 
jRn+k C jRn+k' induces an inclusion � : Gn k '---+ Gn k' and a bundle map "In k -+ " I , 
"'(n ,k' covering �. Thus, "'(n,k C',' � * "'(n ,k ' ,  and if f : B -+ Gn,k is a classifying map 
for .;, then so is �o J. '-'Ire claim, however , that for large enough k' ,  the homotopy 
class of � 0 f is uniquely determined by ';. To be more precise, let B denote a 
k-dimensional manifold. Then Gn,nk is a classifying space for rank n bundles 
over B, and by the above remark, so is Gn,n (2k+ 1) ' Let [B , Gn,n (2k+l ) l denote 
the collection of homotopy classes of maps B -+ Gn,n (2k+ 1) , and Vectn (B) the 
collection of equivalence classes of rank n vector bundles over B.  

THEOREM 7 . 2 .  If B i s  a k-dimensional manifold, then there exists a bi­
jective correspondence between Vectn (B) and [B , Gn ,n (2k+1 ) ] ,  which maps the 
equivalence class of the vector bundle '; over B to the homotopy class of � 0 f, 
where f : B -+ Gn,nk is a classifying map for '; ,  and � : Gn,k -+ Gn,n (2k+1 ) is 
the inclusion. 

PROOF.  '-'Ire only need to check that the correspondence is well-defined, 
since it will then be onto by Proposition 5 . 1 ,  and one-to-one by the homotopy 
covering property. 

So suppose '; C',' f*"'(n ,nk C',' g*"'(n ,nk ; we must show that � 0 f, � 0 9 B -+ 
Gn,n(2k+ 1) are homotopic .  This will be done in two steps: 

Step 1: Let L jR2n(k+ 1) = jRn(k+1 ) x jRn(k+ 1) -+ jR2n(k+ 1) be the iso­
morphism given by L( u, v) = (- v ,  u) , and denote by L the induced map from 
Gn,n(2k+ 1) into itself. Then L 0 � 0 9 C',' � 0 g. 

Step 2: � 0 f C',' L 0 � 0 g. 
For the first step, observe that L actually lies in SO(2n (k + 1 ) ) ,  and the 

latter is connected. Any smooth curve c in SO(2n (k + 1 ) )  joining th:: identity 
to L induces a homotopy between the identity map of Gn,n (2k+ 1) and L, so that 
L 0 � 0 9 � � 0 g. (One example of such a c : 1 -+  SO(2n (k + 1 ) )  can actually 
be explicitly described: Let c(t) be the direct sum of rotations by angle 7rt/2 in 
each 2-plane Pi spanned by ei , ei+n(k+ 1) ' ) 

For the second step, the equivalence f*"'(n ,nk C',' g*"'(n ,nk induces an  equiv­
alence (� O J) *"'(n,n (2k+1 ) C',' (� O g) *"'(n ,n(2k+1 ) ' By step 1 ,  (� O J) *"'(n ,n(2k+1 ) C',' 
(L 0 � 0 g) *"'(n,n(2k+ 1) ' The latter equivalence is just a smooth section h of the 
homomorphism bundle Hom((� 0 f) *"'( ,  (L 0 � 0 g) *"'() (where we have dropped 
the subscripts for brevity) such that h (b) : (� O f) (b) -+ (L 0 � 0 g) (b) is an 
isomorphism for each b E B .  Let H( b, t) be the subspace of jR2n(k+ 1) given by 

H(b , t) = ( ( 1 - t) I]F.2n (Hl) + th (b) ) ( (� 0 J) (b) ) .  
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Then H (b ,  0) = (� O  J) (b) ,  and H (b , 1) = (L 0 � 0 g) ( b) .  It remains to show that 
H (b ,  t) is n-dimensional for each t , so that H maps into Gn,n (2k+1 ) (this is the 
reason why we had to go to a higher-dimensional Grassmannian) . Notice that 
(� O  J) (b) is a subspace of jRn(H1) x 0 C jRn(H1) x jRn(Hl) , whereas h (b) ( (� 0 

J) (b ) )  = (L 0 � 0 g) (b) is a su bspace of 0 x jRn(H 1 ) C jRn(H 1) X jRn(H 1) because 
of the way L was defined .  Thus, for u E (� O  J) (b) , 

( ( 1  - t) ljR2n ( k+ l ) + th (b) )u = ( ( 1  - t )u, tv) E jRn(H1) x jRn(H1) , 
where (0 ,  v) = h ( b)u . This expression can only vanish when u = 0, thereby 
completing the proof. D 

There is a way of avoiding having to consider different classifying spaces 
in the previous discussion: define BG L( n) to be the union of the increasing 
sequence Gn, l C Gn,2 C . . .  with the weak topology; i . e . ,  a subset of BGL(n) 
is open iff its intersection with each Gn,k is open. Let jRCXJ denote the union of 
the increasing sequence jR C jR2 C . . .  with the corresponding topology, and set 

E(,n ) = { (P, u) E BGL(n) x jRCXJ I u E Pl .  
Endow E(,n ) with the subspace topology, and define 7r E(,n ) --+ BGL(n) 
by 7r (P , u) = P. If we relax the conditions in the definition of fiber bun­
dle by allowing bundle charts to be homeomorphisms instead of diffeomor­
ph isms , and transition functions to be continuous rather than differentiable, 
then "'(n = 7r : E(,n) --+ BGL(n) is a rank n vector bundle . Furthermore, if 
� : Gn,k --+ BGL(n) denotes inclusion, then 7 *"'(n is (continuously) equivalent to 
"'(n ,k . The arguments in the previous theorem can be adapted to yield a bijective 
correspondence 

Vectn (B) � [B, BGL(n)] 
between equivalence classes of rank n vector bundles over a manifold B and 
homotopy classes of maps B --+ BG L( n) . BG L( n) is called the classifying 
space for rank n bundles , and "'(n the universal rank n bundle. 

The work in this section carries over to principal GL(n)-bundles: Indeed, 
let Pf" P1) denote the principal frame bundles of �, TJ respectively. If TJ � 
1*� ,  then P1) � 1* Pf, . Thus, if Gn,k is a classifying space for rank n vector 
bundles over B ,  then any principal G L( n) bundle over B is the pullback of 
the principal frame bundle of "'(n ,k . The total space of the latter is called the 
Stiefe l manifold V" , k . By definition of the frame bundle, it is the open subset 
of jRn(n+k) consisting of all n-tuples (VI " ' "  Vn ) E jRn+k X . . .  x jRn+k with 
VI , . . .  , Vn linearly independent . It admits a principal O( n) sub bundle with 
total space V;,k consisting of those (VI ,  . . .  , Vn ) E V" , k for which (Vi , Vj ) = 6ij . 
By Exercise 5 1 ,  "'(n,k admits a reduction of its structure group to O(n) . By 
Theorem 7 . 1 ,  every rank n bundle admits a reduction of its structure group 
to O(n) . This is just another way of proving that a vector bundle admits a 
Euclidean metric .  

Although "'(n,k is not orient able and therefore does not admit a reduc­
tion of its structure group to SO(n) , there is a classifying space for bundles 
with group SO( n) : Let G�,k denote the collection of oriented n-planes in 
jRnH .  SO( n + k) acts transitively on G�,k ' and the map 7r : SO( n + k) --+ 
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G�,k which assigns to L E 50( n + k) the n-plane L(lRn x 0) oriented by 
the ordered basis (LeI , . . .  , Len) identifies G�,k with the homogeneous space 
50(n + k)/ 50(n) x 50(k) . Since a given n-plane has exactly two orientations, 
the projection G�,k ----+ Gn,k (which forgets orientation) is a 2-fold covering. As 
before, one defines the universal oriented n-plane bundle "'/;;', k over the oriented 
Gmssmannian G�,k with total space E("'!;;', k ) = { (P, u) E G�,k X lRn+k I U E Pl · 
The total space of  the associated oriented orthonormal frame bundle i s  V;,k : 
The projection 7r : V;,k ----+ G�,k assigns to an n-tuple of orthonormal vectors 
the plane spanned by them together with the orientation determined by the 
ordering of the vectors. The group of this bundle is 50( n) , so that "'/;;',k admits 
50(n) as structural group . 

,,,1 e say two oriented bundles are equivalent if there exists an equivalence 
which is orientation-preserving on each fiber. 

THEOREM 7 . 3 .  Let � be an oriented r,ank n bundle over B. Then for suffi­
ciently large k, there is a map f : B ----+ Gn,k with f*",/;;',k C',' � .  

The proof i s  left a s  an  exercise. The procedure followed in  constructing 
BG L( n) and "'/n can be applied to obtain the classifying space B50( n) for 
vector bundles with group 50(n) , and the universal bundle in over B50(n) . 

EXERCISE 64 .  Let � denote a rank n vector bundle over B together with a 
Euclidean metric .  The unit sphere bundle of � is the bundle e with fiber 5n- 1 
over B and total space E(e) = {u E E(�) I (u ,  u) = I } .  Show that the total 
space of the unit sphere bundle of T5n is diffeomorphic to the Stiefel manifold 
V2�n- l ' 

EXERCISE 65 .  Show that Gn,k is diffeomorphic to Gk ,n ' 

EXERCISE 66 .  Define the complex Gmssmannian Gn,k (C) to be the set of 
all complex n-dimensional subspaces of Cn+k . 

(a) Show that there exists a bijective correspondence Gn,k (C) +-+ U(n + 
k ) /U(n) x U (k) , where U (n) denotes the unitary group of n x n  complex matrices 
A such that A.At = I, see Chapter 6. Under this identification, Gn,k (C) becomes 
a compact homogeneous space. 

(b) Construct a universal complex rank n vector bundle "'/n,k (C) over Gn,k (C) 
as we did for Gn k . 

(c) When n '= k = 1 ,  G1 , 1 (C) = Cpl 
� 52 by Exercise 49 .  Show that the 

unit sphere bundle of "'/1 , 1 (C) is equivalent to the Hopf fibration 53 ----+ 52 from 
Examples and Remarks 1 . 1 (iii) . 

EXERCISE 67. Prove Theorem 7 .3 .  

EXERCISE 68 .  Let � be a rank n vector bundle over a manifold B ,  so that 
� C',' J*"'/n k for some k and f : B ----+ Gn k · 

(a) S
'
how that there is a one-to-on� homomorphism � ----+ En+k of � into the 

trivial rank n + k bundle En+k over B .  
(b) Conclude that there exists a rank k bundle TJ over B such that � EEl TJ is 

trivial. 



CHAPTER 3 

Homotopy Groups and Bundles Over S pheres 

1 .  Differentiable Approximations 

'-'Ire saw in Chapter 2 that the concept of homotopy plays a central role in 
bundle theory. Although we have so far dealt only with differentiable maps, 
it is more convenient , when working with homo to pies , to consider continuous 
maps, and we will do so in this chapter. One purpose of this section is to try and 
convince the reader that we are not introducing new objects when, for example, 
we consider the pullback J* � of a bundle via a continuous map f: Explicitly, 
we will show that any continuous map between manifolds is homotopic to a 
differentiable one, and the latter can be chosen to be arbitrarily close to the 
original one. 

'-'Ire begin with the following: 

THEOREM 1 . 1 (Tubular Neighborhood Theorem) . Let h : lVln ----+ lRn+k be 
a differentiable imbedding. Then there is a neighborhood 01 the zero section 
in the normal bundle E(Vh) 01 h which is mapped diffeomorphically onto a 
neighborhood 01 h (M) in lRn+k . 

PROOF.  Recall that E(v, J = { (p ,  u) E M X TlRn+k I u E ( h*Mp)� } ,  
using the canonical Euclidean metric on  TlRn+k . Define I : E(Vh) ----+ lRn+k 

by I (p ,  u) = h (p) + .J,:C�)u, If s M ----+ E(Vh) denotes the zero section, we 
claim that 1* is an isomorphism at each s (p) , p E lVI; equivalently, 1* 0 71"2 : 
s *T E(Vh ) ----+ TlRn+k is an isomorphism on each fiber, where 71"2 : s *T E(Vh ) ----+ 
T E(Vh) is projection onto the second factor. 

Now, by Exercise 60, S*TE(Vh ) C',' TN! EEl Vh , and under this equivalence, 
1* 0 71"2 maps (u , v ) E E(TN! EEl Vh) to h *u + v; since v ..1 h*u , the assertion is 
clear. Thus, there is an open neighborhood of s (lVI) in E(Vh) on which I is a 
local diffeomorphism. Since the restriction of I to s (lVI) is a homeomorphism 
onto its image h (lVI) , the statement of the theorem is now a consequence of the 
next lemma. D 

LEMMA 1 . 1 . Let lVI, N be second countable Hausdorff spaces, with lVI locally 
compact, and I : lVI ----+ N a local homeomorphism. II the restriction 01 I to 
some closed subset A 01 lVI is a homeomorphism, then I is a homeomorphism 
on some neighborhood V ol A. 

PROOF.  '-'Ire construct V inductively. Let vVi be a sequence of nested com­
pact sets vV1 C vV2 C . . .  whose union equals lVI, and set Ai = A n  vVi .  Notice 
that if I is one-to-one on a compact set C, then it remains so on some com­
pact neighborhood of C: Otherwise, there would exist sequences Pn ----+ P E C, 

81 
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qn -+ q E C, such that Pn # qn but f (Pn) = f(qn ) . By continuity, f(p) = f (q) , 
so that p = q. But since any neighborhood of p contains Pn and qn for large 
enough n, f would not be a local homeomorphism at p. 

A similar argument shows that if  C is a compact subset of A, then C has 
a neighborhood U with compact closure such that f is one-to-one on a u A. 
Otherwise, we could choose a sequence {Pn }  in a \ A  converging to some p E C, 
and a sequence {qn} in A with f (Pn ) = f(qn) . Since f(qn) -+ f (p) and f 
is a homeomorphism on A, qn -+ p, contradicting the fact that f is a local 
homeomorphism at p. 

By the above, there exists a neighborhood VI of Al such that VI is compact 
and f is a homeomorphism on VI U AI . Inductively, if Vi is a neighborhood of 
Ai satisfying these conditions , then Vi U Ai+l is a compact subset of Vi U A, and 
since f is a homeomorphism on the latter, there exists a neighborhood Vi+l of 
Vi U Ai+ l such that f is one-to-one on Vi+l U A. Then f is one-to-one on the 
neighborhood V := UVi of A. D 

Let (iV, d) be a metric space as defined in Chapter 5, Section 7, and let 
E > 0. A map 9 : lV! -+ N is said to be an E- approximation of f : lV! -+ N 
if d(g(p) , f (p)) ::; E for all p E lVI. A homotopy H :  lVI x 1 -+  N is said to be 
E-small if d (H (p , to ) ,  H(p, t 1 ) )  ::; E for all to ,  t l E I, P E lVI. 

LEMMA 1 . 2 .  Let lV! b e  a manifold, f : lV! -+ ]Rk b e  a continuous map. For 
any E > 0, there exists a differentiable E-appmximation 9 : lV! -+ ]Rk of f which 
is homotopic to f via an E-small homotopy. 

PROOF.  Denote by la l the norm of a E ]Rk , and by B, (a) the set of all 
b E ]Rk with la - b l < E. For each p E lVI, let Vp = f-1 (B, (J (p) ) ) ,  and define 
hp : Vp -+ ]Rk by hp (q) = f (p) . Consider a locally finite refinement {UoJ aEA of 
{Vp }PEM , so that for each a E A, there exists some p( a) E lV! with U a C Vp(a) ' 
Let {rPa }  be a partition of unity subordinate to {U a } , and define for each a a 
differentiable map ga : lV! -+ ]Rk by 

for q E Ua ,  
otherwise . 

,,,1 e claim that 9 := I:a ga satisfies the conclusion of the lemma: g is differen­
tiable, since it is a finite sum of smooth maps in a neighborhood of any point. 
Furthermore, 

I g (q) - f(q) 1 = L rPa (q)hp(a) (q) - f (q) = I L rPa (q)f (p(a) )  - f (q) 1 
{a l qE Ua } 

= L rPa (q) l f (p(a) )  - f (q) I < E L rPa (q) = E . 

The homotopy H : lV! x I -+ ]Rk can be taken to be given by H(q, t ) 
( 1  - t) f(q) + tg(q) . D 

THEOREM 1 . 2 .  Let f : lV! -+ N be a continuous map between differentiable 
manifolds, where N is compact. Endow N with a metric d .  Given any E > 0, 
there exists a differentiable E-approximation 9 of f, which is homotopic to f via 
an E-small homotopy. 



2 .  HOMOTOPY GROUPS 83 

PROOF. Choose some imbedding h : N ---+ ]Rk , cf. Example 7. 1 in Chapter 
2. Since h : N ---+ h(N) is a homeomorphism between compact spaces, there 
exists some 6 > 0 with the property that I h (p) - h( q) 1 < E whenever d(p, q) < 6 . 
Again by compactness, we may assume that the tubular neighborhood of h (N) 
guaranteed by Theorem 1 . 1  is B8/2 (h(N) ) . Let l' : B8/2 (h(N)) ---+ h (N) be the 
smooth retraction that corresponds to the normal bundle projection under the 
diffeomorphism from 1 . 1 .  Choose some differentiable 6/2- approximation j of 
h 0 J. '-'lTe claim that 9 := h- 1 0 l' 0 j : JVI ---+ N satisfies the conclusion of the 
theorem: This map is by definition differentiable, and for any p E lV!, 

� � � � 6 6 
1 (1' 0 J) (p) - (h 0 J) (p) 1 :::; 1 (1' 0 J) (q) - J (p) 1 + I J(p) - (h 0 J) (p) 1 < 2 + 2 = 6, 

so that d(f (p) , g(p) ) = d(h- 1 (h (f (p) ) ) ,  h- 1 ( (1' 0 j) (p) ) )  < E. The homotopy is 
given by H(p, t) = (h- 1 0 1') (tj(p) + ( 1  - t) (h 0 J) (p) ) . D 

EXERCISE 69 .  Modify the proofs of Lemma 1 .2 and Theorem 1 .2 to show 
that if the restriction of the continuous map J : lV! ---+ N to a closed subset A of 
lV! is differentiable, then the differentiable E-approximation of J may be chosen 
to agree with J on A. 

EXERCISE 70 . Let J : lV! ---+ N be a continuous map between differentiable 
manifolds, where N is no longer assumed to be compact. Show that J is homo­
topic to a differentiable map 9 : lV! ---+ N. Given E > 0, can 9 always be chosen 
to be an E-approximation of J? 

2.  Homotopy Groups 

The boundary DIn of the n-cube In consists of the (n - I)-Jaces {a E In 1 
ai = a} , 1 :::; i :::; n, a = 0, 1 .  The initial (n - I )-face !',-1 x 0 will be identified 
with In- I , and the union of the remaining faces will be denoted In- 1 . 

Let X be a topological space, A a subset of X, and p E A . '-'IT e will be dealing 
in this section with the set en (X, A, p) (sometimes denoted en when there is 
no risk of confusion) of all continuous maps J : (In , In- I , J'l-l ) ---+ (X, A, p) 
from In to X that map In- 1 into A and In- 1 into p. 

Two maps J, 9 E en are said to be homotopic in en if there exists a 
homotopy H between J and 9 with H 0 �t in en for all t E I. The relation 
J � 9 if J and 9 are en-homotopic is an equivalence relation, and partitions en 
into equivalence classes. The collection of these classes is denoted 7rn (X, A, p) ,  
and 7rn (X, p) in the case A = {pl . 

Given J, 9 E en , define their sum J + 9 E en to be 

if 0 :::; a1 :::; 1/2 , (J ) (  ) -
{ J (2a1 ' a2 , · · · , an) ,  + g a1 , · · · , an -

g(2a 1 - 1 ,  a2 , . . .  , an) ,  if 1/2 :::; a1 :::; 1 .  

If Hf and Hg are en-homotopies between J , iI , 
J + 9 is en-homotopic to iI + gl via H, where 

H a t = ( ) {Hf (2a1 ' a2 , . · · , an , t) , 
, 

Hg (2a1 - 1 ,  a2 , . . .  , an , t) , 

and g, gl respectively, then 

if 0 :::; a1 :::; 1/2 , 
if 1/2 :::; a1 :::; 1 .  
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There is therefore a well-defined addition in 7fn (X, A, p) given by [J] + [g] := [J + 
g] , where [J] denotes the element in 7fn determined by J. It is straightforward 
to check that 7fn (X, A, p) together with this operation is a group , called the n-th 
homotopy group oj X relative to A, based at p ;  cf. the exercises below. 

THEOREM 2 . 1 . 7f2 (X, p) is abelian, and 7fn CX, A, p) is abelian when n > 2 .  

PROOF.  Consider a homeomorphism F of  12 with the unit disk D mapping 
the line segment al = 1/2 to the diameter 0 x [- 1 , 1 ] in D, and let H : D x I ----+ 
D be given by H( a, t) = ei7rta . Then if : 12 x I ----+ 12 , where if( a, t) = 
F-l (H(F(a) , t) ) ,  can be viewed as a 'rotation' of 12 by angle 7ft ,  0 ::; t ::; l .  
Now, any J E e2 (X, p) i s  homotopic t o  j := J 0 if 0 �l ; since a f-+ if(a , 1 )  
interchanges the two half-squares 0 ::; al ::; 1/2 and 1/2 ::; al ::; 1 , we have that 

J + g � J + g = g + J � g + J. 

'''Then n > 2, the homeomorphism F can be extende�d to In = 12 X In-2 by 
keeping the last n - 2 variables fixed. The rotation H 0 �t defined above then 
belongs to en (In , In- l , Jn- 1 ) ,  so that any J E en (X, A, p) is en-homotopic 
to j, with J as before; the rest of the argument then goes through to show that 
7fn CX, A, p) is abelian. D 

[IJ 
fi O "  

F � 

o H O "  

FIGURE 1 . The "rotation" if 0 �l of 12 . 

Notice that if J and 9 are homotopic in en (X, A, p) , then their restrictions 
to r-1 are homotopic in en-1 (A, p) , and the assignment J f-+ Jl ln- l is a 
homotopy group mapping. 

DEFINITION 2 . 1 . For n ?: 2, the boundary operator is the map a : 1fn (X, A, p) ----+ 
7fn- l (A, p) given by a [J] = [Jl ln - l ] . 

The boundary operator is a group homomorphism, Sll1ce (J + g) I In - l 
Jl ln- l + gl In - l . 



2 . HOMOTOPY GROUPS 85 

Another important group homomorphism is the one induced by a contin­
uous map h :  (X, A , p) ----+ (Y, B , q) . '''Then composed with f E en (X, A, p) , h 
yields an element hof E en (y, B ,  q) . Moreover , hof and hog are en-homotopic 
whenever f and 9 are, so that h induces a map 

h# : 1fn (X, A, p) ----+ 1fn (Y, B, q) ,  
[J] f--4 [h ° f] ' 

which is a homomorphism because h ° (J + g) = h ° f + h o g . 
DEFINITION 2 . 2 .  The homotopy sequence of (X, A, p) is the sequence of 

homomorphisms 

. . .  � 1fn (A, p) � 1fn (.'x' , p) � 1fn (.X, A, p) � 1fn- 1 (A, p) � . . .  
. . .  � 1f1 (A, p) � 1f1 (X, p) , 

where � :  (A, p) ----+ (X, p) and J :  (X, p , p) ----+ (X, A , p) are the inclusion maps. 

THEOREM 2 . 2 .  ( 1 )  The homotopy sequence of (X , A , p) is exact. 
(2) If h : (X, A, p) ----+ (Y, B, q) is continuous, then the diagmm 

1fn (A, p) 
2# 1fn (X, p) J# 1fn (X, A, p) a 7fn- 1 (A, p) � � � 

h# 1 h# 1 h# 1 h# 1 
1fn (B ,  q) 

2# 1fn (Y, q) J# 1fn (Y, B, q) a 1fn- 1 (B , q) � � � 

commutes. 

PROOF.  Statement ( 1 )  is fairly straightforward, and we illustrate the pro­
cedure by showing exactness of the portion 

1fn (X, p) � 1fn (X, A, p) � 7fn- 1 (A , p) , 
which is perhaps also the more instructive part. If [J] E 7fn (X, p) , then (J ° 
J) (oIn) = {p} , and (J 0 J) I In- l is a constant map. Then oJ# [f] = [(J 0 J) I In- l ] 
is 0 by Exercise 7 1 ,  so that imJ# C ker O. Conversely, if [J] E ker 0, then 
fl ln- l is homotopic in en-1 (A , p) to the constant map sending r-1 to p via 
some H : (In- 1 x I , oIn- 1 X 1) ----+ (A, p) with H ° �o = J. Consider the subset 
E = In X 0 U oIn X I of the boundary oIn+1 of In+1 = In X I, and extend 
H to if : (E , In- 1 X I , r-1 X 1) ----+ (X, A, p) by setting if(a, 0) = f (a) for 
a E In , if(a , t) = H(a , t) for (a , t) E In- 1 X I, and if(a , t) = f (a) = p for 
(a ,  t) E In- 1 X 1. Now, there exists a retraction r (see Exercise 74) from In X I 
onto E: For example , if Po = ( 1 /2 ,  . . .  , 1 /2 , 2) E jRn+1 , let r (q) be the point 
where the line through Po and q intersects E. Then if o r : (In X I, In- 1 X 

I, In- 1 X 1) ----+ (X, A, p) is a homotopy of f into a map 9 : (In , oIn ) ----+ (X, p) , 
and [J] = J# [g] . Thus , ker o = imJ# . 

Statement (2) follows from Exercise 73 and the fact that (k ° h) # = k# ° h# 
for maps h :  (X, A ,p) ----+ (Y, B , q) and k :  (Y, B , q) ----+ (Z, e, r) .  D 

EXAMPLES AND REMARKS 2 . 1 .  (i) If h : (X, A, p) ----+ (Y, B ,  q) is a homotopy 
equivalence (i . e . , there exists k : (Y, B ,  q) ----+ (X, A, p) such that k ° h � Ix 
and h ° k � ly ) , then h# : 7fn (X, A ,p) ----+ 1fn (Y, B ,  q) is an isomorphism for 
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each n .  Indeed ,  k# 0 h# = (k 0 h) #  = ( lx ) #  = 17l'n (X,.4,p) , and similarly 
for h# 0 k# . Notice that for the second equality, we used the fact that if 
H :  (X x I , A x  I , p x 1) ----+ (Y, B , q) is a homotopy, then (H o �o ) #  = (H O �I ) # ' 
In particular , if X i s  contractible , then all its homotopy groups vanish. 

(ii) 7rk (sn , p) = 0 for all k < n :  To see this, notice first that given q E sk , 
any map (Ik , 8Ik) ----+ (X , p) can be considered as a map (sk , q) ----+ (X , p) , so 
that 7rk (X , p) consists of homotopy classes of such maps. The above assertion 
then says that any f : (Sk , q) ----+ (sn , p) is homotopic to a constant map if k < n .  
By Theorem 1 . 2 , we may assume that f is differentiable. By Sal' d ' s  theorem, f 
cannot be onto (otherwise all values would be critical because k < n) , so that 
f maps into a sphere with a point deleted. The latter is contractible , and by 
(i) , f is homotopic to a constant map. 

(iii) 7rn (sn , p) � Z: As observed in (ii) , 7r n (sn , p) may be identified with ho­
motopy classes of maps (sn , p) ----+ (sn , p) . Recall from Chapter 1 , Theorem 15 . 3 
and Theorem 1 .2 that each class contains a differentiable representative f to 
which we may assign an integer deg f E Z . Furthermore, two homotopic maps 
have the same degree , and it can be shown that conversely, maps with the same 
degree are homotopic. Thus, there is a one- to-one function deg : 7r n (Sn , p) ----+ Z. 
Since the degree is computed by adding the local degrees in the preimage of a 
regular value, deg(J + g) = deg f + deg g, and deg is a group homomorphism. 
In particular , deg (k . Isn ) = k, and deg is an isomorphism. 

'''Te next examine the dependence of 7rn on the base point. Suppose X is 
path-connected. '''Te claim that for any two points Po and PI of X ,  7rn (.. .. Y , P o ) � 
7rn (.X, PI) . To see this, consider a curve c I ----+ X from Po to Pl ' Given 
f E Cn (X , Po ) ,  define 

he, ! : E = In X 0 U 8In X I ----+ X, 

( t) >---+ { f (q) , q , c(t) , 
if t = 0 ,  
if q E {JJn . 

If r : In X I ----+ E denotes the retraction used in the proof of Theorem 2 . 2 , 
then He, ! :=  he,! 0 r In X I ----+ X i s  a homotopy o f  f into a map c(J) :=  
He, ! O � l (In , 8In ) ----+ (X , PI ) , and c(J) represents an element o f  7rn (X , PI ) ' 
Furthermore, given a homotopy F in Cn(.X , Po) of f into g , the map 

G :  E X I ----+ X, 

( t ' S ) >---+ {F(q , S) ,  q, . 
c(t) , 

if (q , t , s ) = (q , 0 , s ) E r x 0 x I, 
if (q , t, s ) E 8 In X I X I , 

homo topes he,! into he,g ' Then He, ! and He,g are homotopic, so that [c(J) ]  = 
[c(g)] , and c induces a map c# : 7rn(.X, po) ----+ 7rn(.X , PI ) .  Similarly, if F is 
a homotopy of c into another curve c from Po to PI , then G : E x I ----+ X 
is a homotopy of he,! into he, ! , where G(q , 0, s ) = f (q) when q E r ,  and 
G(q , t, s ) = F(t ,  s ) when q E 8In . Thus , c# only depends on the homotopy 
class of c. 

Finally, it is clear from the above construction that c# is a homomorphism. 
It follows that c# is an isomorphism with inverse c#\ where cl (t) = c (1 - t) . 
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If we now restrict ourselves to the case when Po = PI , we obtain the follow-
ing: 

PROPOSITION 2 . 1 . The fundamental group 7fl (X, P) acts on 7fn (X, p) by 
means of [c] ( [I] ) = c# ( [I] ) .  

Although we used a particular homotopy H of f to construct c(J) , the only 
condition required of H is that H(fJIn , t) = c(t) : 

LEMMA 2 . 1 . Let c be a curve in X from Po to Pl . If f E en (X, po) and H 
is a homotopy of f such that H(aIn , t) = c(t) for all t, then H 0 �l represents 
the same element as c(J) in 7fn (X, Pl ) . 

PROOF.  Let 

h (p ,  t) = 
{Hc, f (P , 1 - 2t) , H(p, 2t - 1 ) ,  

t ::; 1/2 , t � 1/2 . 

The map h homotopes c (J) into H 0 �l , and h (aIn , t) = c- l c(t) . Consider a 
homotopy F : (12 , .]1 ) -+ (X, PI ) of F 0 �o = c-l c into F 0 � l = PI , and define a 
map h on the subset E = r x I x ° u a(r x 1) x I of r+2 by 

if s = 0 ,  { h (P , t) ,  

h- ( ) _ c(J) (p) , if t = 0 ,  p ,  t , s - (H 0 � I ) (p) , if t = 1 , 
F (h (p , t) , s ) , I f p E ar . 

Let T : In X I x I = In+2 -+ E be the retraction onto E from Theorem 2 . 2 , 
and extend h iE t o  all o f  In+2 by h iE 0 T . Finally, define k : In X I -+ X by k (p , t) = h(p, t, 1 ) .  Then k 0 �o = c(J) , k 0 �l = H 0 �l , and k(ar , t) = PI , so 
that k is a homotopy in en (X, PI ) of c(J) into H 0 �l . D 

A space X is said to be simply connected if 7fl (X, P) = {e} for all p E X, 
and n-simple i f  the action o f  the fundamental group on  7f n from Proposition 2 . 1 
is trivial. O f  course, any simply connected X is n-trivial for all n, but another 
large class of such spaces is given in the following: 

EXAMPLE 2 . 1 . Any Lie group G is n-simple for every n: Let f E en (G, e) , 
and consider a curve from e to go . Then H(a , t) = c(t)f (a) is a homotopy of f 
satisfying the hypotheses of Lemma 2 . 1 , and [c(J)] = [H O �l ] . But (H o �d (a) = 
go · f (a) , so that the isomorphism c# : 7fn (G, e) -+ 7fn (G, go) is induced by left 
translation LgO (it is also induced by right translation, if we take H(a , t) = 
f (a )c( t) ) . The special case go = e then yields that the action of 7fl on 1f n is 
trivial, and G is n-simple. 

Another interesting fact about 7fn (G, e) is that addition is given by group 
multiplication; i . e . , if II , 12 E en (G, e) , then 

[II ] + [h] = [II · 12 ] · 
To see this, let e denote the constant map ; then II + 12 = (II + e) . (e + h )  by 
definition of addition, and (II + e) . ( e+ h )  is homotopic to II · h by multiplying 
the homotopies II + e � II and e + 12 � h · 
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'''Then X is not n-simple , one can consider the set 1fn (X, p) /7r1 (X, P) of 
orbits under the action of 1f1 : 

PROPOSITION 2 . 2 . If X is path-connected, then there is a bijection between 
the set of orbits 1fn (X, P ) /1f1 (X, p) and the set [S' \ X ] of (free) homotopy classes 
of maps sn -* X .  

PROOF.  vVe have already seen that any f : (In , 8In ) -* (X, p) can be  
viewed a s  f : (sn , q )  -* (X ,  p) , yielding a map h : 1fn (X, p )  -* [sn , X] .  Further­
more , c(J) is homotopic to f, so that h factors through h :  1fn (X, p)/1f1 (X, p) -* 
[sn , X ] .  

To see that h is onto , let f : sn -* X ,  and set Po = f (  q) . View f 
(In , 8In ) -* (X, Po ) .  If c is a curve in X from Po to p, then c(J) : (In , 8In ) -* 
(X, p) is homotopic to f, so that h is onto . 

Finally, suppose two orbits 00 and 01 are mapped to the same homotopy 
class in [sn , X] .  Choose fi E Cn (X, p) with [Ii] E Oi , i = 0 , 1 . Now, fo 
homotopes into II via some H : In X I -* X with H constant on each 8In X t .  
I f  c(t) = H(8r X t) , then [c] E 1f1 (X, p) , and by Lemma 2 . 1 , [II ] = [H 0 � 1 ] = 
c# [Io ] ,  so that 00 = 01 . Thus , h is bijective. D 

EXERCISE 7 1 . Show that if f E Cn (X, A, p) maps r into A, then [I] = 
o E 1fn (X, A , p) .  

EXERCISE 72 . Show that if f E Cn (X, A , p) ,  then - [I] = [ -f] ' where -f 
is given by -f(a1 , . . .  , an) = f ( 1 - aI , a2 , · · · , an) .  

EXERCISE 73 . Let h :  (X, A , p) -* (Y, B, q) . Prove that if h (A, p) -* 
(B ,  q) denotes the restriction of h to A, then 8 0  h# = h# 0 8 . 

EXERCISE 74 . Let A c X ,  and suppose there is a retraction l' : X -* A of 
X onto A; i . e . , 1' I A = 1.4- Let � :  (A, p) -* (X, p) , J : (X, p) -* (X, A, p) denote 
inclusions . 

(a) Show that �# : 1fn (A , p) -* 1fn (X, p) is one-to-one, and J# : 1fn (.X, p) -* 
1fn (X, A, p) is onto. 

(b) Show that 1fn (X, p) C',' 1fn (A, p) EEl 1fn (X, A, p) . 

3 .  The Homotopy Sequence of a Fibration 

Our goal in this section is to develop a powerful tool for investigating and 
classifying bundles, and more generally fibrations . It is based on the homotopy 
exact sequence of (lVI, F, m) for a fibration 1f : lVI -* B with fiber F based at a 
point 111, E lVI, and consists of replacing the triple 1fn (lVI, F, nt) in that sequence 
by an isomorphic homotopy group of the base space B.  

LEMMA 3 . 1 .  Le t  1f : lVI -* B b e  a fibration, X a space which admits a 
subspace A as a strong deformation retract; i. e . ,  there is a homotopy H between 
Ix and some retraction l' : X -* A, with H(a, t) = a for all a E A, t E l. Then 
given a map f : X -* B, any lift 9 : A -* lVI of fl A can be extended to a lift of 
f · 
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PROOF.  Let 9 : X ----+ lVI denote g O T .  Now, 1 0  H is a homotopy of I into 
I 0 1' . Since I 0 l' = 1f 0 9 0 l' = 1f 0 g, there exists, by the homotopy lifting 
property together with Exercise 62 ,  a homotopy h : X x I ----+ lVI covering 1 0  H 
and stationary with respect to it ,  such that h 0 �l = g. Then h 0 �o is a lift of I 
(because 1f 0 (h 0 �o ) = 1 0  H 0 �o = 1 0  Ix = J) which extends g: Given a E A, 
(J 0 H) (a ,  t )  = I (a) , so that (h 0 �o ) (a) = (h 0 �l ) (a) = g (a) = g (a) . D 

THEOREM 3 . 1 .  Let 1f : lVI ----+ B denote a fibration. lI b E B, F = 1f- 1 (b) , 
and m E F 

J 
then 1f # : 1fn (iVI, F, m )  ----+ 1fn (B , b )  is an isomorphism lor n � 2 .  

PROOF .  '''Te first show 1f# is onto: Given I E en (B ,  b) , the constant map 
9 : In- l ----+ lVI sending everything to m is a partial lift of f. An extension 9 of 9 
to a lift of I is then an element of en (M, F, m) , and 1f# W] = [fl · Next , suppose 
that 1f # [f] = 0 for I E en (M, F, m) , so that there is a en (B ,  b)-homotopy h of 
1f O I into the constant map hO �l = b. Define 9 : E = In X OUI" X 1 U In- l X 1 ----+ 
M by g (a ,  0) = I (a) if a E In , g (a , l )  = m again if a E In , and g (a ,  t) = m 
for a E J'I-l . Then 9 is a partial lift of h ,  and since E is a strong deformation 
retract of In X I, 9 can be extended to a lift 9 : In X I ----+ lVI of h. 9 is then a 
homotopy in en (lVI, F, m) of I into the constant map m, so that [f] = O. D 

Let 1f : lVI ----+ B be a fibration, b E B ,  F = 1f- 1 (b) , m E F. Recall from 
Theorem 2 . 2  that the homotopy sequence 

. . .  � 1fn (F, m) � 1fn (lVI, m) � 1fn (lVI, F, m) � 1fn- l (F, m) � . . .  

of (lVI, F, m) is exact. Using Theorem 3 . 1 ,  we may replace the third term by 
the isomorphic group 1fn (B ,  b) . Since 1f 0 J = 1f, we obtain an exact sequence 

"# 7r# 6 
. . .  � 1fn (F, m) � 1fn (iVI, m) � 1fn (B ,  b) � 1fn- l (F, m) � . . .  , 

where � := 8 0  1f1/ may be described as follows : Given I : (In , 8In) ----+ (B ,  b) , 
the partial lift 9 : In- l ----+ lVI sending In- l to m may be extended to a lift 
g :  (In , In- I , Jn- 1 ) ----+ (lVI, F, m) of I · Then gl In - l represents � [f] . 

The above sequence terminates in 1fl (lVI, m) . '''Then we add the map 1f# : 
1fl (lVI, m) ----+ 1fl (B , b) , the resulting sequence is called the homotopy sequence 
of the fibration based at m. 

THEOREM 3 . 2 .  The homotopy sequence 01 a fibration i s  exact. 

PROOF.  Exactness of the last portion 1fl (F, m) � 1fl (M, m) � 1fl (B, b) 
IS what remains to be established. If [c ] E 1fl (F, m) , then 1f 0 � 0 c is the 
constant curve b, so that 1f # �# is the zero homomorphism, and im �# C ker 1f # .  
Conversely, given [c] E 1fl (lVI, m )  with 1f# [C] = e ,  there exists a homotopy 
h : (I2 , J1 , J1 ) ----+ (B ,  (1f 0 c) (I) , b) . If h is a covering homotopy of h stationary 
with respect to it, and such that h 0 �o = c, then h 0 �l is a curve lying in F 
which is e1 (M, m)- homotopic to c; i . e . , [c] = �# [h O �l ] E �# (1fl (F, m) ) .  D 

EXAMPLES AND REMARKS 3 . 1 .  (i) Suppose that 1f : lVI ----+ B is a covering 
map, so that it can be considered a bundle with discrete fiber F over lVI. Then 
1fn (F, m) = 0, so that 1f# : 1fn (lVI, m) ----+ 1fn (B , b) is an isomorphism for n � 2 ,  
and a monomorphism for n = 1 .  
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(ii) Since 7l"k (Sl ) � 7l"k (lR) = 0 when k > 1 , Theorem 3.2 applied to the Hopf 
fibration s2n+1 ---+ cpn with fiber Sl implies that 7l"k (s2n+1 ) � 7l"k (cpn ) for 
k > 2 .  In particular , 7l"3 (S2 ) � 7l"3 (S3 ) � :2: , and the Hopf fibration 7l" : S3 ---+ S2 
is a generator of 7l"3 (S2 ) .  

(iii) Consider the principal fibration SO(n + 1 )  ---+ sn = SO(n + l ) /SO(n) . 
Since 7l"k (sn) = 0 when k < n, the homotopy sequence of this fibration yields 
isomorphisms 7l"k (SO(n)) � 7l"k (SO(n + 1 ) )  for n > k + I ?: 2. Thus, 7l"k (SO(n)) 
is independent of n provided n is large enough; it is called the k-th stable 
homotopy group 7l"k (SO) . 

(iv) Let lVI = SO(n + k)/SO(k) . If k > q + 1 > 2, then by (ii) , 

7l"q (SO(k)) --=-. 7l"q (SO(n + k) )  -----> 7l"q(lVI) -----> 7l"q- 1 (SO(k) )  --=-. 
--=-. 7l"q- 1 (SO(n + k) ) .  

By exactness , the last isomorphism implies that 7l"q (lV[) ---+ 7l"q_ 1 (SO(k) ) is the 
zero map. The first isomorphism implies that 7l"q (lV[) ---+ 7l"q_ 1 (SO(k) )  is one-to­
one. Thus, 7l"q (lV[) = 0 whenever k > q + 1 > 2 .  

In  order t o  compute 7l"1 (1V[) , we use the following: 

LEMMA 3 . 2 .  Let � = 7l" : lV[ ---+ B be a fiber bundle with connected fiber 
F. Then the homo to py sequence 0 1 � terminates in 7l" 1 (lV[, m) ---+ 7l" 1 (B, b) ---+ 0; 
equivalently, 7l"l (lV[, m) ---+ 7l"l (B , b) is onto. 

PROOF.  Let [c] E 7l"l (B ,  b) , and consider the map 1 from the one-point 
space {O} into lV[ given by 1(0) = m. Then e is a homotopy of 7l" 0 I, so there 
is a lift e of e with e(O) = m. Since e(l )  E F and the latter is connected, there 
exists a curve e in F from e( 1 ) to m. Then [eel E 7l"1 (lVI, m) , and 7l" # [eel = [eel = 
� .  D 

(iv) (continued) 7l"l (SO(k)) � 7l"l (SO(n + k) )  when k > 2 by (iii) . Since 
SO( k) is connected, the homotopy sequence for SO( n + k) ---+ lV[ terminates in 

by Lemma 3 . 2 ,  and 7l"1 (1V[) = e by exactness. 
(v) Recall that the Grassmannian of oriented n-planes in lRn+k is Gn ,k = 

SO(n + k) /SO(n) x SO(k) . Thus, lVI = SO(n + k)/SO(k) from (iii) is the 
total space of a principal SO( n) bundle over the Grassmannian; it is in fact the 
orthonormal frame bundle of the universal bundle ;Yn ,k , see Exercise 75 below. 
Applying (iv) and Lemma 3 . 2  to the homotopy sequence of this bundle implies 
that 

( 
� 

) � 
{ 7l"q- 1 (SO(n) ) ,  if k > q + 1 > 2 ,  

7l" q Gn k = ' 0, if q = 1 and k > 2 .  

The above example actually provides u s  with a way o f  classifying vector 
bundles over spheres (this problem will be approached in a geometric and more 
general manner in the next section) . But we must first establish the following: 

LEMMA 3 . 3 .  Any vector bundle over a simply connected base is orientable. 
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PROOF.  Let � = 7r : E ---+ B denote a rank n coordinate vector bundle 
over B with transition functions fa,(3 : Ua n U(3 ---+ O(n) . Since det : O(n) ---+ 
0(1 )  = {±1 }  is a homomorphism, there exists, by Proposition 2 . 1  in Chapter 
2, a principal O ( l )-bundle det � over B with transition functions det fa ,(3 : 
U a n U (3 ---+ 0( 1 ) .  It is called the determinant bundle of � .  Thus, � is orientable 
if and only if its determinant bundle is trivial. But the total space of det � is 
either B or a two-fold cover of it ,  so if B is simply connected, this bundle must 
be trivial. D 

THEOREM 3 . 3 .  The collection Vectn (Sk ) of equivalence classes of rank n 
vector bundles over Sk , k > 1 ,  is in bijective correspondence with the collection 
[Sk-1 , SO(n)] of homotopy classes of maps Sk- 1 ---+ SO(n) . When k = 1 ,  
Vectn (Sl ) consists of two elements. 

PROOF.  Any vector bundle over Sk admits an atlas with two charts ,  since 
Sk can be covered by two contractible open sets Sk \ {p} , Sk \ {q} ,  with p i- q ,  
and a bundle over a contractible space is trivial by Exercise 61 .  Le�l1l11a 3 . 3  
together with the proof of  Theorem 7. 1 in  Chapter 2 shows that Gn,n i s  a 
classifying space for rank n bundles over Sk when k > 1 ,  and the proof of The­
orem 7 .2 that Vectn (Sk ) is in bijective correspondence with homotopy classes 
of maps Sk ---+ On,3n . By Proposition 2 . 2  and Examples and remarks 3 . 1 (v) , 

k - - - - rv [S , Gn , 3n ] H 7rk (Gn,3n)/7r1 (Gn ,3n ) = 7rk (Gn ,3n ) = 7rk- 1 (SO(n) ) .  
Finally, 7rk_ 1 (SO(n)) is in bijective correspondence with [Sk- I , SO(n)] by Ex­
ample 2 . 1 .  

'''Then k = 1 ,  the bundle need no longer b e  orientable. In this case, the clas­
sifying space is Gn,3n , and the collection of rank n bundles over Sl is identified 
with lSI , Gn, 3n ] .  Since the oriented Grassmannian is a simply connected 2-fold 
cover of the nonoriented one, there is exactly one nontrivial rank n bundle over 
Sl . D 

EXAMPLE 3 . 1 .  Any vector bundle over S3 is trivial: In view of Theorem 3 . 3 ,  
this amounts to  showing that 7r2 (SO(k)) = 0 for all k .  This i s  clear for k = 1 , 2 .  
By Exercise 53 ,  S3 ---+ SO(3) i s  a 2-fold cover , so 7r2 (SO(3) ) � 7r2 (S3 ) = o .  The 
portion 

7r2 (SO(3)) --> 7r2 (SO(4)) --> 7r2 (S3 ) 
of the homotopy sequence of SO( 4) ---+ SO( 4) / SO(3) = S3 implies that 7r2 (SO( 4) ) 
is trivial. 7r2 (SO(k) ) then vanishes for all k by Examples and Remarks 3 . 1 (iii) . 

The observant reader has no doubt noticed that we have sometimes replaced 
the fiber Fb over b E B in the homotopy sequence of a bundle by the fiber F 
of the bundle . Laziness notwithstanding, this may be justified as follows: Let 
� = 7r : lV! ---+ B denote a fiber bundle with fiber F and group G. Consider the 
trivial bundle E : F ---+ * over a point * with group G. Let b E B ,  � : Fb ---+ lV! 
denote inclusion. A map f : F ---+ Fb is called admissible if � 0 f : E ---+ � is a 
bundle map covering * ---+ b. Given 111. E Fb , f # : 7rk (F, f- 1 (m.)) ---+ 7rk (Fb , 111.) is 
an isomorphism for all k, and we may replace 7rk (Fb) by 7rk (F) in the homotopy 
sequence of � .  If h : F ---+ Fb is another admissible map, then h- 1 0 f : F ---+ F 
coincides with the operation of an element of G. Thus, the identifications of 
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homotopy groups induced by two admissible maps differ by an isomorphism 
g# induced by the action of some 9 E G. In the case when the bundle is 
principal, F = G, and if one considers only base-point preserving admissible 
maps (G, e) -+ (Gb , m) , then the element 9 above must equal e (because h- 1 of : 
(G, e) -+ (G, e) ) ,  so that the identification is unique . 

More generally, suppose f : 6 -+ 6 is a bundle map . By Theorem 2 . 2 (2) , 
f induces a homomorphism of the homotopy sequences of 6 and 6 ,  which 
according to the preceding paragraph may be represented by the commutative 
diagram 

7rk (lVh) 7rk (B1 ) 
6 7rk- l (F) � � � � 

1 1 f# 1 f# 1� 1 
7rk (M2 ) 7rk (B2 ) 6 7rk- l (F) � � � � 

If �i are principal bundles, so that F = G, and one considers only base-point pre­
serving admissible maps, then the isomorphism g# : 7rk- l (G, e) -+ 7rk-l (G, e) 
must be the identity, and the diagram becomes 

I I  
� 7rdM2 ) � 7rk (B2 ) 

Now suppose � is a rank n vector bundle over Sk . By Theorem 3 . 3 , the 
equivalence class of � is determined by the homotopy class of a classifying map 
f : Sk -+ On,3n , and [f] may be considered an element of 7rk- l (SO(n) ) .  This 
identification may be explicitly seen as follows: Denote by SO(�) and SOCYn,3n ) 
the principal SO(n)-bundles associated to � and 1'n,3n (in other words, the 
bundles of oriented orthonormal frames) .  By Exercise 75(a) below, the total 
space E( SO( 1'n,3n) )  has vanishing homotopy groups, so that the homomorphism 
of homotopy sequences induced by f becomes 

� 7rk (E (SO (�) )  � 

I I  1 f# 
� 0 � 

'-'Ire have proved the following: 

7rk (Sk ) 6 
� 

1 f# 
7r k (On, 3n) � 

� 

7rk- l (SO(n)) 

7rk-l (SO( n)) 

� 

� 

1 

THEOREM 3 .4 . Let � denote a rank n vector bundle over Sk . Then the 
element a E 7rk- l (SO(n)) which classifies � in Theorem 3. 3 is a = �[lsk ] , 
where � is the boundary operator in the homotopy sequence of the principal 
SO(n) - bundle SO(�) associated to � .  

Exactness o f  the homotopy sequence yields direct sum theorems in  many 
cases. vVe illustrate one such below, and leave some others as exercises. 

THEOREM 3 . 5 .  If the bundle � = 7r : lVI -+ B with fiber F admits a cross­
section s, then s# : 7rn (B ) -+ 7rn (JVI) and �# : 7rn (F) -+ 7rn(JVI) are one- to-one, 
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and 
n ?:  2 .  

The above relation also holds for n = 1 ,  provided S#1f1 (B ) i s  a normal subgroup 
of 1f1 (M) (e.g . ,  if the fundamental group of M is abelian). 

PROOF.  Since 1f 0 s = IE , 1f# : 1fn (lVI) ----+ 1fn (B ) is onto, and s# is one­
to-one. Applying this to n + 1 instead of n in the homotopy sequence, we see 
that � : 1fn+1 (B ) ----+ 1fn (F) is zero, so that �# : 1fn (F) ----+ 1fn (iVI) is one-to-one. 
Thus, we have a short exact sequence 

0 ----> 1fn (F) � 1fn (M) � 1fn (B ) ----> O .  

It is  a well-known and easy to verify fact that if  a short exact sequence 0 ----> 
A � B � C ----> 0 of groups admits a homomorphism f : C ----+ B such that 
j 0 f = I e , then B � i (A) EEl f (C) , provided f (C) is normal in B. In our case, 
f is provided by s# . D 

EXAMPLES AND REMARKS 3 . 2 .  (i) 1fn (B X C) � 1fn (B ) EEl 1fn (C) . This 
follows from Theorem 3 . 5 ,  since a trivial bundle B x C ----+ B admits a cross 
section. '''Then n = 1 ,  one of the summands is normal; the other one is then 
also normal by symmetry. 

(ii) Let � = 1f : E ----+ B be a vector bundle . Then 1fn (E) � 1fn (B ) for all 
n. This again follows from Theorem 3 . 5  applied to the zero section, together 
with the fact that 1fn (F) = 0 (of course , it also follows from the fact that B is 
a strong deformation retract of E) . 

EXERCISE 75 . (a) Show that SO(n + k)/SO(k) = V; k '  and is therefore 
the total space of the principal SO( n )-bundle associated 'to ;Yn ,k . Thus , by 
Examples and Remarks 3 . 1 ,  1fq (V; k ) = 0 for all q < k - 1 if k > 2 .  

(b) Let ESO(n )  denote the udion o f  the increasing sequence V; 1 C V,� 2 C 
. . .  with the weak topology, so that ESO( n) ----+ BSO( n) is the principal So'( n)­
bundle associated to ;Yn . Show that all the homotopy groups of ESO(n) are 
trivial. 

EXERCISE 76. The unit sphere bundle of a vector bundle � = 1f : E(�) ----+ B 
with Euclidean metric is the bundle e over B with total space E(e ) = {u E 

E(�) I l u l = I } . The bundle projection is the restriction of 1f . 
(a) Show that e is the bundle with fiber sn-1 associated to the princi­

pal O (n)-bundle O(�) , so that its total space is E(O(�) ) X O(n) sn- 1 . If � is 
orient able , then O(�) may be replaced by SO(�) . 

(b) Let ;Y,� denote the unit sphere bundle of the universal bundle . Show 
that E(;Y;,) has the same homotopy groups as BSO(n) . Hint: Define for each 
k a map f : E(;Y;' ,k ) ----+ Gn-1 , k+1  which assigns to u E P the plane u L  n P with 
appropriate orientation. Show that this is a fiber bundle with fiber Sk- 2 , and 
use Theorem 3 . 2 .  

EXERCISE 77 . Let lVI ----+ B be a fiber bundle with fiber F .  Show that if 
the fiber Fb over b E B is a retract of lVI, then the conclusion of Theorem 3 . 5  
holds . 
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4.  B undles Over Spheres 

Bundles over contractible spaces are trivial. Since a sphere is the simplest 
example of a connected space which is not contractible, bundles over spheres 
provide the simplest examples of nontrivial bundles. In Theorem 3 . 3 ,  we clas­
sified vector bundles over 5" by means of classifying spaces. In this section, 
we adopt a geometric approach to the more general problem of classifying G­
bundles over 5" . 

LEMMA 4 . 1 .  Let 7ri : jl/Ji ---+ B denote two coordinate bundles over B with the 
same fiber F, group G, and trivializing cover {Ua }  oj B. Let J� ,{3 : uanu{3 ---+ G 
denote the transition Junctions OJ 7ri . Then the bundles are equivalent iff there 
exist maps ga : Ua ---+ G such that 
( 4 . 1 )  

PROOF .  Suppose the bundles are equivalent. By  Exercise 47(a) , there exist 
maps J a,{3 : U a n U {3 ---+ G satisfying 

Ja ,"( = J{3 ,ol '  J; ,{3 = JJ,OI ' Ja,{3 ' 
In particular, J;' ,{3 = J{3,{3 . J;;'; , and J� ,{3 = Ja ,a . J;;'; . Setting ga = J;;'; , we 
obtain J;, {3 = J{3 {3 ' J� {3 ' J;; ; = g{il . J� {3 ' ga o Conversely, suppose there exists 
a collecti�n ga : 'Ua � G s�tisfying (4. 1) .  If we define J a,{3 := gr/ . J;,{3 '  then 
f - -1 fl - -1 Jl Jl - J Jl d " l 'l J J2 f a ,"( - g"( . a ,"( - g"( . {3 ,"( ' a,{3 - {3,OI ' a,{3 ' an SUlll a1 y, a,"( = (3,ol ' a , {3 ' 
The bundles are then equivalent by Exercise 4 7(b) . D 

Notice that if 7r : lV! ---+ B is a coordinate bundle with transition functions 
J� ,{3 : Ua n U{3 ---+ G, then, given any collection ga : Ua ---+ G, there exists, 
by Proposition 2 . 1  in Chapter 2, a coordinate bundle over B with transition 
functions J;',{3 defined as in (4 . 1 ) ,  and this bundle is equivalent to the original 
one. 

Let G be a connected Lie group . By Example 2 . 1  and Proposition 2 . 2 ,  there 
is a bijective correspondence between 7rk (G) and [5k , G] . If � = 7r :  lV! ---+ 5" is 
a bundle with group G, we define a characteristic map T of � as follows : Let 
PI = (0 ,  . . .  , 0, 1) and P2 = (0 ,  . . .  , 0, -1 )  denote the north and south poles of 
5" , U1 = 5" \ {P2 } ,  and U2 = 5" \ {pd · Then {U1 , U2 } is an open cover of 
5" , and since Ui is contractible , there exists a bundle atlas {7r- 1 (Ui ) ,  (7r , ¢i ) }  
consisting o f  two charts .  The transition function h , 2 : U1 n U2 ---+ G i s  defined 
on a neighborhood of the equator 5,,-1 . The map T = h,2 I sn- 1  : 5,,-1 ---+ G is 
called a characteristic map of � ,  and its homotopy class C(�) = [T] E 7r,,- 1 (G) 
the characteristic class of � .  

THEOREM 4 . 1 . Let G b e  a connected Lie group acting effectively o n  a man­
iJold F. The operation which assigns to each bundle � with group G and fiber F 
over 5" the characteristic class oj � yields a bijective correspondence between 
the collection oj equivalence classes oj such bundles and the set [5,,- 1 , G] oj 
homotopy classes oj maps 5,,- 1 ---+ G. 

PROOF .  '-'Ire first check that equivalent bundles 6 and 6 have homo­
topic characteristic maps. By Lemma 4 . 1 ,  there exist maps gi : Ui ---+ G, 
i = 1 , 2, satisfying (4 . 1 ) .  If hi denotes the restriction of gi to the equator, then 
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T2 (p) = h2 (p) - 1 . T1 (p) , h1 (P) for P E 5n- 1 . Let Hi : Ui x I ----+ {Po }  be strong 
deformation retractions of Ui onto some Po in the equator, so that gi oHi l sn- 1 x I 
are homo to pies of hi into constant maps 5n-1 ----+ ai E G. Then 

5n-1 x 1 ----+ G, 

(p , t) f---* (g2 o H2 ) (p , t) - 1 · T1 (p) · (gl o H1 ) (p , t )  

i s  a homotopy o f  T2 into a2 1T1a1 ' Composing i t  with the homotopy given by 
(p, t) f---* C2 (t) - lT1 (p) C1 (t) , where Ci : I ----+ G are curves from ai to e, yields a 
homotopy of T2 into T1 . 

Conversely, suppose �i are bundles with characteristic maps Ti , and H is 
a homotopy of T1 into T2 · vVe will construct maps gi as in (4 . 1 ) . If we set 
gl (P) = fi,2 (p) - 1 fi, 2 (p) and g2 (p) = e, then the gi formally satisfy (4 . 1 ) .  The 
problem is of course that gl is not defined at the north pole Pl · vVe can, 
however, use H to extend gl l sn- 1 to all of U1 : Indeed ,  (p, t) f---* T1 (p) - 1 H(p, t) 
is a homotopy of the constant map 5n-1 ----+ e into T11T2 . If E1 denotes the 
closure of the northern hemisphere , then each point of E1 can be represented 
as cos (7rt/2)P1 + sin(1ft/2)p with t E l  and P E 5n- 1 . Define T E1 ----+ G 
by T(cos(1ft/2)P1 + sin(1ft/2)p) = T1 (p) - 1 H(p, t) . The formula makes sense at 
PI because the right side is then e. Furthermore, the restriction of T to the 
equator equals T1- 1T2 , and 

gl : U1 ----+ G, 

is a continuous extension of T to U1 . Now, we may in both bundles replace the 
charts over U 2 by their restrictions to the open southern hemisphere V2 · If we 
set g2 to be the constant map e on V2 , then (4 . 1 )  holds, and the bundles are 
therefore equivalent . 

To complete the proof, it must be shown that any map T : 5n- 1 ----+ G 
is the characteristic map of some bundle . Let l' : U1 n U2 ----+ 5n-1 be the 
retraction that maps P to the closest point 1' (p) on the equator, and define 
li,j : Ui n Uj ----+ G by li,i = e, h,2 = T o  J', and hI = fl�i · By Proposition 2 . 1  
from Chapter 2 ,  there i s  a bundle � with these transition functions, and T i s  a 
characteristic map of � .  D 

Since G is connected, [5n- 1 , Gj equals 1fn- 1 (G) , and the characteristic class 
C(�) of a principal G-bundle � over 5n belongs to 1fn- 1 (G) . On the other hand, 
the boundary operator � from the homotopy sequence of � maps into 1fn- 1 (G) . 
In view of Theorem 3 .4 ,  the following result should come as no surprise : 

PROPOSITION 4 . 1 .  C(�) = � ( 1 ) , where 1 is the class in 1fn (5n ) containing 

PROOF . As before, P2 will denote the south pole of 5n , and E1 , E2 the 
closed northern and southern hemispheres. Recall that the boundary homo­
morphism � maps 1fn (5n , P2 ) into 1fn- 1 (G2 , Q2 ) ,  where G2 is the fiber over P2 , 
Q2 E G2 . The latter homotopy group is then identified with 1fn- 1 (G) via an 



96 3 . HOMOTOPY GROUPS AND BUNDLES OVER SPHERES 

admissible map k : G2 ---+ G, which in this case will be taken to be 1>2 I G2 • The 
argument will be based on the following two steps: 

(a) construction of a map f : (Dn , 5n- 1 ) ---+ (5n , P2 ) with [J] = 1 ,  and 
(b) construction of a lift J : (Dn , 5n- 1 ) ---+ (E(�) , G2 ) of f such that k 0 

lIsn- 1  = T. 
This will suffice: Since 7r 0 J = f, we have that 7r;1 [J] = [J] ,  and 

as claimed. For (a) , view Dn as E1 . Given p E El \ {pd ,  let h (p) denote 
the point on the boundary 5n-1 that is closest to p. Then any p E El-even 
PI-can be expressed as p = (cos t)P1 + (sin t) h (p) for some 0 ::; t ::; 7r/2 .  Define 
f (p) = (cos 2t)Pl + (sin 2t)h (p) . Then f (Dn , 5n- 1 ) ---+ (5n , P2 ) ,  and f has 
degree + 1 because PI is a regular value of f, and f*Pl equals two times the 
identity on the tangent space. Thus , [J] = 1 .  Next , define 

if f(p) E El , 
if f(p) E E2 ·  

The two definitions coincide on the overlap: '''Then f (p) E 5n- 1 , h (p) = f (p) . If 
m = (7r , 1>2 ) - I (J(p) , Tf (p) ) ,  then 1>2 (m) = Tf(p) . But the bundle is principal, 
so that Tf(p) = 1>2 (1'11. )1>1 (1'11) - 1 for any 17? in the fiber over Tf(p) , and in 
particular for 17? = m. Thus , 1>1 (m) = e ,  and both parts of the definition agree. 

It remains to show that k 0 lIsn- 1  = T. When p E 5n- 1 , f (p) = P2 and 
h (p) = p. Then J(p) = (7r, 1>2 ) - I (p2 , T (p) ) ,  so that k 0 J(p) = 1>2 0 J(p) 
T�. D 

EXERCISE 78 . (a) Prove tl�at 7r1 (50(n)) = 232 if n ?: 3. It is not difficult to 
show that the universal cover G _of a Lie group G admits a Lie group structure 
for which the covering map p : G ---+ G becomes a group homomorphism. The 
simply connected 2-fold cover of 50( n) , n ?: 3, is called the spin or group 
5pin(n) . 

(b) Show that 5pin(3) � 53 , and 5pin(4) � 53 X 53 . 

EXERCISE 79 . Let � = 7r : E ---+ B denote an oriented rank n vector bundle 
over B, and P the total space of the oriented orthonormal frame bundle 50(�) 
of ( Then � is said to admit a spin structure if there exists a principal 5pin( n)­
bundle 5pin(�) = P ---+ B together with a principal bundle homomorphism f 
over the identity: i . e . , f : P ---+ P satisfies 

f (pg) = f (p)p(g) ,  P E P , 9 E 5pin(n) . 

(a) Show that if � admits a spin structure , then f P ---+ P is a 2-fold 
covering map, and E is diffeomorphic to P X Spin (n) ]Rn . Here 5pin(n) acts 
non-effectively on ]Rn via the covering homomorphism p. 

(b) Prove that any vector bundle of rank ?: 3 over 5n admits a spin structure 
if n ?: 3 .  
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5. The Vector B undles Over Low-Dimensional Spheres 

The tools developed in previous sections enable us to analyze in more de­
tail the vector bundles over spheres of dimension ::; 4. Bundles over 51 were 
discussed in Section 3 .  For n > 1 ,  rank k bundles over 5n are orientable, and 
are classified by 7rn- 1 (50(k) ) .  Since 50( 1 )  = { I } ,  any line bundle over 5n is 
trivial. 

Bundles over 52 : Since 7r1 (50(2)) � Z, there is a plane bundle �k with 
C(�k ) = k for each integer k. Consider the portion 

7r2 (53 ) --> 7r2 (52 ) � 7r1 (50(2)) --> 7r1 (53 ) 

of the homotopy sequence of the Hopf fibration. The end groups are trivial, 
so that �( 1 )  = ±1 .  The sign here is merely a matter of orientation: Indeed, 
denote by -� the bundle over 52 obtained from � by reversing the orientation. 
The identity map E(�) ---+ E( -�) is an orientation-reversing equivalence, and if 
(7r , ¢) is a positively oriented chart of �, then (7r , L 0 ¢) is a positively oriented 
chart of -� ,  where L is the automorphism of ]R2 given by L(a1 ' a2 ) = ( a2 ' a1 ) .  
Thus, -h ,2 = Lh,2L- 1 , and [-T] = [LTL-1 ] .  B y  Lemma 4 . 1 ,  � and - �  are 
equivalent as bundles with group the full orthogonal group 0(2) . However, 
viewing 50(2) as the unit circle , conjugation by L is a reflection in the x-axis 
and the induced map on the fundamental group sends each element of 7r1 (51 ) 
into its inverse. It follows that [-T] = - [T] , and �-k is �k with the opposite 
orientation. 

The standard orientation on the Hopf bundle-the one induced on each fiber 
of the total space 53 X SI ]R2 by the standard orientation of ]R2-corresponds to 
�- 1 ; this will be established below for the Hopf bundle 57 X S3 ]R4 ---+ 54 , and 
the same argument carries over to the former bundle if one replaces quaternions 
by complex numbers. 

Since the Hopf bundle is �- 1 ' it is a generator of all oriented plane bun­
dles over 52 : If ik : 52 ---+ 52 has degree k, then �-k � Ii: �- 1 , because the 
transition functions of Ii:�- l equal those of the Hopf bundle composed with ik .  
Alternatively, the total space of 50(�±k ) can be viewed as a lens space 53/Zk , 
where Zk denotes a cyclic subgroup of 51 of order k .  

The tangent bundle T52 i s  �±2 by  Exercise 53 .  In  order to determine 
the sign, we construct a characteristic map for the associated principal bundle 
7r : 50(3) ---+ 52 , with 7r (A) = Ae1 . Let s : 52 \ { -ed ---+ 50(3) be given by 

s (p) = (�: 1 ��f�, --!;�� ) ,  P = (P1 , P2 , P3 ) ' 
P2P3 1 - � P3 -
l +Pl l +Pl 

'''Then P = e1 , s (p) = h. Otherwise, (0 ,  -P3 , P2 ) is left fixed by s (p) , and is 
orthogonal to e1 and p. s (p) is therefore a rotation in the plane spanned by e1 
and p, sending e1 to p. In particular, 7r 0 S (p) = p, and s is a section of the 
bundle over 52 \ {-ed.  Let U1 = 52 \ {-e3 } and U2 = 52 \ {e3 } .  If A denotes 
the matrix 
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in SO(3) , then Sl (P) := Ats (Ap) and S2 (p) := As(Atp) define sections over U1 
and U2 respectively. Any B E SO(3) which lies in some fiber over U1 n U2 can 
therefore be written as 

( 5 . 1  ) 

where (7r , ¢i ) are bundle charts over Ui · The transition function h,2 a t  7r( B) is 
given by h,2 (7r(B)) = ¢2 (B)¢1 (B) - 1 . Taking B = Sl (p) for p in the equator 
and substituting in (5 . 1 )  implies Sl (P) = s 2 (p)T(p) , so that T(p) = S2 (P) t S 1 (P) · 
A straightforward computation with p = (cos 8 ,  sin 8 , 0) E Sl X 0 then yields 

T( cos 8, sin 8, 0) ( c� O 
- sin 8 cos 8 

- sin2 8 

� (i 0 
cos 28 
sin 28 

Thus, TS2 = 6 . 

sin 8 
cos2 8 

sin 8 cos 8 

o ) ('"' 0 
- sin 8 sin 8 
cos 8 0 

- ,�, 20) E I x 80(2) . 
cos 28 

- sin 8 cos 8 ,in' 0 ) 
cos2 8 - sin 8 cos 8 
sin 8 cos 8 

Bundles of rank k ?: 3 over S2 are classified by 7r1 (SO(k) ) = Z2 . Thus, 
there is exactly one nontrivial rank k bundle over S2 . Consider for example the 
nontrivial rank 3 bundle � .  Exactness of the portion 

in the homotopy sequence of SO(3) ---+ S2 shows that the inclusion SO(2) ---+ 
SO(3) induces an epimorphism 7r1 (SO(2)) ---+ 7r1 (SO(3) ) of fundamental groups. 
� is therefore equivalent in SO(3) to a bundle ( with group SO(2) , and E(�) = 
P X SO (2) lR3 , where P is the total space of the principal SO(2)-bundle associated 
to (. Since SO(2) acts trivially on 0 x lR C lR2 X lR, the map s : S2 ---+ P X SO(2 ) 
lR3 , with s (q) = [p, e3 ] ,  P E Pq , is a well-defined cross-section of � .  Thus, � 
splits as a '''Thitney sum of a rank 2 bundle with the trivial line bundle c1 . This 
rank 2 bundle is not unique: if �k denotes the plane bundle with C(�k ) = k ,  
then � � 6n+1 EB c1 , since the homomorphism 7r1 (SO(2)) ---+ 7r1 (SO(3)) maps 
an even multiple of a generator to O. This also implies that 6n EB c1 is the trivial 
bundle, a phenomenon already observed earlier for T S2 = 6 . 

Notice that � does not admit a spin structure; cf. Exercise 79(b) : If it did, 
the latter would be the trivial bundle S2 x Spin(3) ---+ S2 since 7r1 (Spin(3)) = 
{e} , and by Exercise 79(a) , E(�) = (S2 x Spin(3)) X Spin(3) lR3 = S2 X lR3 , 
contradicting the fact that � is not trivial. 

Bundles over S3 : Any bundle over S3 is trivial by Example 3 . 1 . 
Bundles over S4 : 7r3 (SO(2 ) ) = 0 ,  so any plane bundle over S4 is triv­

ial. Since 7r3 (SO(3) ) � 7r3 (S3 ) � Z, there are infinitely many rank 3 bundles 
over S4 . View S7 as the collection of all pairs (U1 , U2 ) of quaternions with 
I U l 1 2 + IU2 1 2 = 1 .  The quotient S7/Z2 under the equivalence relation (U1 ' U2 ) � 

- (U1 , U2 ) is lRP7 . Recall the homomorphism p S3 ---+ 1 x SO(3) C SO(4) 
given by p(z)u = zuz- 1 for U E 1HI = lR4 , and identify 1 x SO(3) with SO(3) . 
If p(z) = A E SO(3) , then p- 1 (A) = ±z .  There is therefore a well-defined free 
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right action of 50(3) on lRP7 given by 

where [U l , U2 ] denotes the equivalence class of (Ul , U2 ) in lRP7 . The quotient 
lRP7 / 50(3) is diffeomorphic to 54 by mapping the 50(3)-orbit of [Ul ' U2 ] to 
the point (2Ul U2 , I Ul l 2 - IU2 1 2 ) E 54 c lEIT x lR. '-'Ire therefore have a principal 
50(3) -bundle lRP7 ----+ 54 . Let � denote the associated rank 3 vector bundle, 
with total space E(�) = lRP7 X SO(3) lR3 . The portion 

of the homotopy sequence of lRP7 ----+ 54 implies that �(1 )  is a generator of 
7r3 (50(3) ) . Thus , any rank 3 bundle over 54 is equivalent to J* (�) for some 
f : 54 ----+ 54 of appropriate degree. 

Rank 4 vector bundles over 54 are classified by 7r3 (50 (4) )  � 7r3 (53 x 

50(3) ) � 7r3 (53 ) E9 7r3 (50 (3) )  � Z E9 Z, with generators s : 53 ----+ 50(4) , 
p :  53 ----+ 1 x 50(3) C 50(4) , where s (q)u = qu, U E lEll, and p is as above; cf. 
Exercise 55 :  Indeed ,  the map 53 x 50(3) ----+ 50(4) which sends (q , p(A)) to 
s (q)p(A) is a diffeomorphism with inverse A f---+ (q, s (q- l )A) ,  where q := Ael E 

53 . The restriction of this diffeomorphism to 53 x e is s, and the restriction 
to 1 x 50(3) is the identity. The induced isomorphism on the homotopy level 
therefore maps (111, [ lsn ] ,  n [p] ) E 7r3 (53 ) E9 7r3 (50 (3 ) )  to mrs] + n [p] . 

Let �m ,n denote the vector bundle with �(1 )  = mrs ] + n [p] . Then the 
structure group of �m , O  is reducible to 53 , and that of �O ,n to 1 x 50(3) . Since 
1 x 50(3) leaves lR x 0 C lR X lR3 fixed, �O,n admits a nowhere-zero cross-section 
and is equivalent to the '-'lrhitney sum (';1 E9 �n of the trivial line bundle (';1 and 
the rank 3 bundle �n with C(�n ) = n discussed earlier . Similarly, �m , O  � f:;"6,0 , 
where f m : 54 ----+ 54 has degree 111" and we only need to identify �1 , 0 . But the 
latter is, up to sign, the bundle associated to the Hopf fibration 57 ----+ 54 , since 
exactness of 

implies that � is an isomorphism. 
These bundles can also be described by their characteristic maps T : 53 ----+ 

50( 4) from the discussion in Section 4. For instance , characteristic maps for 
6 ,0 and �O , l  are s and p respectively. This actually enables us to determine the 
sign of the Hopf bundle : Recall that the Hopf fibration is the free right action 
of 53 on 57 = { (Ul , U2 ) E lEll2 I I u l l 2 + I U2 1 2 = I } given by right multiplication 
(Ul , U2 ) q  = (Ul q , U2 q) . The quotient space lEllpl = 57/53 is diffeomorphic to 
54 , and under this identification, the bundle projection 7r : 57 ----+ 54 is given by 

In order to compute a characteristic map for this bundle, consider Ul = 54 \ 
{-e5 } and U2 = 54 \ {e5 } ,  so that 7r-l (Ui) = { (Ul ' U2 ) E 57 I ui # O} .  
Then (7r , ¢i ) : 7r- l (Ui ) ----+ Ui x 53 , with ¢i (Ul , U2 ) = ud lui l ,  are principal 
bundle charts .  Notice that q = 7r( ul , U2 ) belongs to the equator of 54 iff 
l U l l = I U2 1 = 1/ V2, and in this case, q = 2Ul'U2 E 53 . By definition of a 
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characteristic map, 

T(q) = h,2 (q) = ¢2 (U1 , U2 ) ·  ¢1 (U1 , U2 ) - 1 = I�: I I:� I = 2U2U1 = ij = p(q) - l . 

By the remark following Example 2 . 1 ,  [T] = - [p] E 1f3 (SO(4) ) , and the Hopf 
bundle S7 x S3 ]R4 ---+ S4 is �- 1 , 0 . 

It is also clear from the above discussion that �n ,O is the bundle correspond­
ing to the spin structure of �O ,n , cf. Exercise 85 .  In particular, if Pn denotes the 
total space of the principal Spin(3)-bundle of �n,O ' then E( �o " J  is diffeomorphic 
to P', X Spin (3) ]R4 , where Spin(3) acts on ]R4 via p. 

An argument similar to the one for T S2 shows that a characteristic map for 
the bundle SO(5) ---+ S4 is given by T(q)p = qpq .  Thus , T(q) = p(q)- l S (q) 2 , 
and [T] = 2 [s ] - [p] ; i . e . , TS4 = 6,- 1 . 

If we denote by Sm,n = E(�m" J X SO(4) S3 the total space of the sphere 
bundle of �m,n , then S± l ,n is known to always be homeomorphic to S7 . In 
general, however, Sl ,n is not diffeomorphic to S7 ; namely, if n(n + 1) � 0 
mod 56 .  Such manifolds are called exotic 7 -spheres, and were first discovered 
by Milnor . 

,,,1 e have only discussed bundles over sn (n ::; 4) of rank ::; n. Higher rank 
bundles are accounted for via the following: 

PROPOSITION 5 . 1 .  If �n+k is a rank n + k bundle over sn , then there exists 
a rank n bundle TJn over sn such that �n+k � TJn EB Ek , where Ek denotes the 
trivial bundle of rank k .  

PROOF .  The exact homotopy sequence o f  the bundle SO(n + 1 )  ---+ sn 
implies that 1fn- 1 (SO(n)) ---+ 1fn- 1 (SO(n + 1 ) )  is surjective. By Examples and 
Remarks 3 . 1 (iii) , the inclusion homomorphism 1fn- 1 (SO(n)) ---+ 1fn- 1 (SO(n + 
k ) )  is then also onto , so that the structure group of �n+k reduces to SO(n) .  D 

The problems that follow provide an alternative approach to some rank 
4 bundles over S4 : View ]R4n = lHIn as a right vector space over 1HI, so that 
(U1 , . . .  , un ) q  := (U1 q ,  . . .  , unq) · Given p = (PI , · · ·  , Pn ) ,  q = (q1 , . . .  , qn) E lHIn , 
the symplectic inner product of p with q is 

n 
(p , q) := I >iqi E 1HI, 

i= l 
where the conjugate q of q = a1 + ia2 + ja3 + ka4 is the quaternion a1 - ia2 -
ja3 - ka4 obtained after reflection in the real axis. The symplectic group Sp(n) 
is the group of n x n quaternion matrices A with AAt = At A = In . 

EXERCISE 80 . (a) Show that (q ,  p) = (p , q) for p, q E lHIn . Thus, the relation 
p ..1 q iff (p, q) = 0 is symmetric. 

(b) Show that Sp(n) is the group of linear transformations of lHIn that 
preserve the symplectic inner product . 

(c) Prove that Sp( l )  � S3 . 

EXERCISE 8 1 .  (a) Show that Sp(n) / l  x Sp(n - 1) = s4n- 1 . In particular, 
S7 = Sp(2) / 1  x Sp( l ) .  
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(b) Prove that J : S3 ----+ Sp(2) , J (p) = G �) is a generator of 1r3Sp(2) . 
(c) Use the homotopy sequence of the bundle Sp(2) ----+ Sp(2)/Sp( 1 )  x 1 = 

S7 to show that h : S3 ----+ Sp(2) , h(p) = (� �) is also a generator of 1I 3 (Sp(2) ) .  

EXERCISE 82 . The free action by right multiplication of Sp( l )  x I on Sp(2) 
descends to S7 = Sp(2) / 1  x Sp( l ) .  Show that the resulting principal Sp( l )­
bundle S7 ----+ Sp(2)/Sp( 1 )  x Sp( l )  is the Hopf fibration. 

EXERCISE 83 . Let 232 = {±1}  C S3 , so that the map S3 x (S3/232)  ----+ SO( 4) 
which sends (p, ±q) to s (p )p( q) is a diffeomorphism. Prove that the group 
operation on S3 x (S3/232)  for which this map becomes an isomorphism is the 
semi-direct product 

EXERCISE 84. In this exercise, we construct an exotic sphere , following an 
example due to Rigas [33] .  Identify SO(4) with S3 x (S3 /232 ) as in Exercise 83 .  
Let 232 denote the subgroup {G n ,  G �1) } of Sp(2) , and consider the 
right action of SO( 4) on Sp(2)/232 given by 

[ (� �) ]  (p , ±q) = [ (  �q :q) (� �) (p(�q) 
n ] , 

where the bracket denotes the 232-class. 
(a) Show that this is a well-defined free action, and that the quotient is 

diffeomorphic to S4 via the map that sends the SO( 4)-orbit of (� �) to 
(2bd, IW - ld I 2 ) E S3 x [ - 1 , 1 ] .  

(b) Identify the fiber o f  this principal bundle whith the SO(4)-orbit o f  the 
identity. Use Exercise 81 to show that the homomorphism �# : 7r3S0( 4) ----+ 
71'3 (Sp(2)/232 ) in the homotopy sequence of the bundle sends the elements [s] 
and [p] to generators of 71'3 (Sp(2)/232)  � 23.  

(c )  Conclude that the associated vector bundle �m,n satisfies Im l  = I n l  = 1 .  
The total space Sm,n = E(�m" , ) X SO (4) S3 of the corresponding sphere bundle 
is then an exotic 7 -sphere, according to the remarks at the end of the section. 

EXERCISE 85 .  Prove that the principal Spin(3)-bundle associated to �n, O 
i s  a spin structure for �O,n . 





CHAPTER 4 

Connections and Curvature 

There are many more classical applications of homotopy theory to geometry, 
but the central theme here being differential geometry, we wish to return to the 
differentiable category. Our next endeavor is to try and understand how bundles 
fail to be products by parallel translating vectors around closed loops. This 
depends of course on what is meant by "parallel translation" (which is explained 
in the section below) , but roughly speaking, if parallel translation always results 
in the original vector, then the bundle is said to be flat. Otherwise, it is curved, 
and the amount of curvature is measured by the holonomy group , which tallies 
the difference between the end product in parallel translation and the original 
one. In this chapter , all maps and bundles are once again assumed to be 
differentia ble. 

1. Connections on Vector B undles 

In Euclidean space lRn , there is a natural way of identifying tangent spaces 
at different points: Given p, q E lRn , the isomorphisms Jp : lRn ----+ lR; and 
Jq : lRn ----+ lR� combine to yield an identification JqOJp-l : lR; ----+ lR� . It is called 
parallel translation from P to q, and for u E lR; , Jq 0 Jp-lU is called the parallel 
translate of u. Notice that if u = L:i aiDi (p) , then Jq 0 Jp-lU = L:i aiDi (q) . 

More generally, a manifold lV!n is said to be parallelizable if there exist 
vector fields Xl , . . .  , Xn on lV! with the property that {Xi (P) } is a basis of 
lV!p for all P E lV!. {Xi } is then called a parallelization of M. For example, 
Euclidean space is parallelizable via {Di } ' So is any Lie group G, by taking a 
basis {ud of G e , and considering the left-invariant vector fields Xi on G with 
Xi (e) = Ui · 

If {Xd is a parallelization of lV!, then one can define parallel translation 
(with respect to {X d) from P to q to be the isomorphism lV!p ----+ lV! q which sends 
Xi (p) to Xi (q) for i = 1 ,  . . .  , n. Most manifolds are not parallelizable, however. 
vVe have seen for example that 52 does not even admit a single nowhere-zero 
vector field. 

All this can be interpreted in the broader context of vector bundles over 
lV!, if the tangent space at p is replaced by the fiber of the bundle over p. Thus, 
a vector bundle is parallelizable iff it is a trivial bundle . 

If � = 7r : E ----+ lV! is a vector bundle over lV!, there are ways of parallel 
translating vectors in Ep to Eq , provided p and q can be joined by a curve. In 
general, though, the isomorphism Ep ----+ Eq will depend on the chosen curve , so 
that parallel translation along a closed curve need not equal the identity map. 
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'''Te will approach the problem from an infinitesimal point of view: Suppose 
some system of parallel translation has been defined on t:;, so that given p E lV!,  
and a curve c : I ----+ lV! emanating from p ,  there exists, for each U E Ep , a 
unique map Xu : 1 ----+ E with 7r 0 X = c, where Xu (t) is the parallel translate 
of U along c from c(O) to c( t) .  Then Xu (O) is a vector in the tangent space 
of E at u, and 7r*Xu (O) = C(O) . It is reasonable to expect that iterating this 
procedure for all curves emanating from p produces a subspace Hu of TuE such 
that 7r * : Hu ----+ lV!p is an isomorphism (here, as elsewhere, TuE denotes the 
tangent space of E at u, since we have reserved the notation Ep for the fiber of 
the bundle over p E lV!) . In order for parallel translation to be an isomorphism, 
the field aX u must also be parallel for a E lR?. This motivates the following: 

DEFINITION 1 . 1 .  Let t:; = 7r : E ----+ lV! be a vector bundle. A connection H 
on t:; is a distribution on the total space T E of the tangent bundle of E such 
that 

( 1 )  7r*u : Hu ----+ lV!7r(u) is an isomorphism for all u E E, and 
(2) Ila*Hu = Hau , where Ila (U) = au is multiplication by a E lR?. 

If we denote by V the total space of the vertical bundle of t:; (see Chapter 2 ,  
Example 5 . 1 ) ,  then ( 1 )  implies that the assignment v f---+ v+Vu i s  an  isomorphism 
between Hu and TuE /Vu .  Thus, H admits a vector bundle structure for which 
it becomes the normal bundle of V in T E, and H � 7r* T lV!. 

Notice that by  (2) , Hop = S *plV!p ,  where S denotes the zero section o f  t:; :  In 
fact ,  if c is a curve in E with C(O) = v E Hu , and 7r (u) = p, then the image of 
IlO 0 c lies in s (lV!) , so that Ilo*V E S*plV!p . Thus, Hop = Ilo*Hu C s *plV!p . The 
two spaces then coincide by dimension considerations . 

THEOREM 1 . 1 .  Every vector bundle admits a connection. 

PROOF.  The statement is clear for a trivial bundle lV! x ]Rk ----+ lV!: Given 
U E ]Rk , let �u : lV! ----+ lV! X ]Rk be given by �u (p) = (p, u) , and define H(p,u) = 
�u*lV!p . Then 1f*H(p,u) = lV!p. Furthermore , given a E ]R, we have Ila�u = �au , 
so that Ila* H(p,u) = Ila* �u*lV!p = �au*lV!p = H(p,au) ' 

In general, let {U ex }  be a locally finite open cover of lV! such that the bundle 
is trivial over each U ex ,  and {<pex } a subordinate partition of unity. Choose a 
connection Hex on 1f- 1 (Uex ) .  Given p E lV!, U E Ep , define Lu : lV!p ----+ TuE by 

Lu (v) = L <Pex (p)wex , 
{ex l p EUa }  

where Wex i s  the vector in H','; such that 7r * Wex = v . Lu i s  then a linear transfor­
mation satisfying 1f*u 0 Lu = IJ\1p ' The distribution H, where Hu := Lu (lV!p ) ,  
therefore satisfies the conditions o f  Definition 1 . 1 .  D 

Given a connection on t:;, the splitting T E = H E9 V induces a decomposition 
W = wh + WV E H E9 V for w E T  E. w is said to be horizontal if WV = 0, vertical 
if wh = O. If U E Ep and v E lV!p, the horizontal lift of v to u is the unique 
vector v E Hu such that 7r * v = v . A vector field X on lV! then determines a 
vector field X on E, where X(u) is the horizontal lift of X(7r(u) ) ,  u E E. 
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Recall that a map f : N ----+ lV! induces a pullback bundle J* E ----+ N such 
that the diagram 

N � lV! f 
commutes by Proposition 5 . 1  in Chapter 2. The following is a key property of 
connections : 

THEOREM 1 . 2 .  Let 7t be a connection on E ----+ lV!. Then for any f : 
N ----+ M, the distribution J*7t := (1f2 * ) - 17t defines a connection on the bundle 
J* E ----+ N, called the pullback of 7t via f .  

I t  will be convenient t o  have a description o f  the tangent space o f  J* E at 
a point (p, u) in order to prove Theorem 1 .2 .  

LEMMA 1 . 1 .  Given (p, u) E J* E, the map 
(1f1 o , 1f2 * ) : T(p,u) J* E ----+ 1fhT(p,u) J* E x  1f2 *T(p,u) J* E c Np x Tu E 

is an isomorphism. Under this identification, 
T(p,u) J* E = {(v , w) E Np x Tu E I f*pv = 1f*uW} .  

PROOF OF LEMMA 1 . 1 .  In  order t o  show that (1fh ' 1f2 * ) i s  an  isomorphism 
onto its image, it suffices to check that it is one-to-one . So assume (1fh ' 1f2 * )V = 
O. Since 1f1 o V = 0, v E V(J* E) = �*T(p,u) (p x Ef(p) ) ,  where � : p x Ef (p) '---+ J* E 
is inclusion. Thus, v = � *w for some w E T(p ,u) (p x Ef(p) ) .  But 1f2 0 � : 
p x Ef (p) ----+ Ef (p) is the isomorphism (p , v ) f-+ v ,  so that 0 = 1f2 * V = (1r2 o �) *w 
implies w = 0, and therefore also v = O .  

For the second statement , recall that f* 0 1f1 o = 1f * 01f2 * , so that T(p ,u ) f* E c 
{ (v , w) E Np x Tu E I f*pv = 1f*uW} .  It remains to show that both spaces have 
the same dimension . Now, the space on the right is the kernel of the linear map 

Np x TuE ----+ lV!f(p) , 
(v , w) f-+ f*pv - 1f*uW .  

This map i s  onto, since i t  i s  already so  when restricted to 0 x Tu E.  Thus, 
its kernel has dimension equal to dim Np + dim Tu E - dim lV!f(p) = dim N + 
rank E = dim T(p ,u) J* E, which establishes the claim. D 

PROOF OF THEOREM 1 . 2 .  Lemma 1 . 1  implies that V(J* E) = 0 x V E, and 
that J* 7t = { (v , w) E TN x 7t I f*v = 1f*W} .  Since W E TE decomposes 
uniquely as W = wh + WV E 7t E9 VE, any (v , w) E TJ* E decomposes as 
(v , w) = (v , wh) + (0, wv ) E J*7t E9 V(J* E) . Thus , the first condition of Defi­
nition 1 . 1  is satisfied .  The second condition holds because 7t is a connection, 
and tta * (v , w) = (v , tta *w) for (v , w) E J*7t.  D 

DEFINITION 1 . 2 .  Let � = 1f : E ----+ lV! be a vector bundle. A section of � 
along f : N ----+ lV! is a map X : N ----+ E such that 1f OX = J. Given a connection 
7t on �, the section X is said to be parallel along f if X* Np C 7tX(p) for all 
p E N . When � = T lV!, X is also referred to as a vector field along f ·  
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Notice that X is a section of � along f iff p f---+ }:(p) := (p, X(p)) is a section 
of the pullback bundle J* ( Since 71"2 0 "",y = X, X is parallel along f iff "",Y is 
parallel with respect to the induced connection J*'H on J* � .  

PROPOSITION 1 . 1 .  Le t  'H b e  a connection on a vector bundle � = 71" : E ----+ 
JVf, c : [a , b] ----+ JVf a curve in JVf. For any U E Ec (a) , there exists a unique 
parallel section Xu of � along c such that Xu (a) = u. Furthermore, the map 
Pc : Ec(a) ----+ Ec (b) that assigns to u the vector Xu (b) is an isomorphism, called 
parallel translation in � along c. 

PROOF.  Let D denote the standard coordinate vector field on [a, b] '  D its 
c*1t-horizontal lift to c* E. If Cu denotes the integral curve of D with cu (a) = 
(a ,  u) , then 

� . -71"1 0 Cu = 71"h 0 Cu = 71"h 0 D 0 Cu = D o  71"1 0 cu , 
and 71"1 0 Cu is an integral curve of D ;  i . e . ,  cu(t) = (t , 71"2 0 cu (t) ) . Thus, Xu := 
71"2 0 Cu i s  a section o f  � along c, which i s  parallel because Cu i s  horizontal. To 
show uniqueness ,  suppose ,X-u is any parallel section along c with ,X-u (a) = u . 
Then t f---+ cu (t) := ( t ,  Xu (t ) )  i s  a parallel section o f  c* � ,  and �u i s  horizontal. 
Furthermore, 71"h 0 �u = D o  71"1 0 cu , so that Cu is also an integral curve of D .  
Since i t  coincides with Cu a t  a ,  Cu = Cu , and thus , Xu = Xu . 

It remains to show that Pc : Ec (a)  ----+ Ec (b) is an isomorphism. But Pc 
is invertible with inverse Pc- ' ,  where c1 (t) = c(a + b - t) , so we only need 
to. establish linearity. Now, given a E lR, the field aXu is parallel because 
� . 
aXu = J-la *Xu is horizontal. Thus, Pc (au) = aPc (u) . For brevity of notation, 
let us denote by the same letter JO the canonical isomorphisms of Ec (a)  and 
Ec (b) with their tangent spaces at O. vVe claim that Pc is the composition 
Jo-1 (Pc) *OJO of linear transformations, and is therefore linear. To see this, 
consider w in the tangent space o� Ec (a)  at 0, so that w = 4>(0) , where ¢(t) = tv ,  

� 
v = Jo-1 w. Then (Pc) *ow = Pc 0 ¢(O) ; but (Pc 0 ¢) ( t) = Pc (tv) = tPc (v) , so 
(Pc) *ow = JoPcV = JOPcJO- 1W, as claimed. D 

If C1 : [a , b] ----+ JVf, C2 : [b, c] ----+ JVf are curves in JVf with C1 (b) = C2 (b) , define 
parallel translation along the piecewise-smooth curve C1 * c2 by PCl * C2 = PC2 oPC , . 
Then the set G(p) of isomorphisms Ep ----+ Ep consisting of parallel translation 
along piecewise-smooth closed curves based at p is a subgroup of G L(Ep) , called 
the holonomy group of 1t at p. If C is a curve from p to q, then G(p) is isomorphic 
to G( q) via Pc f---+ Pc- l * c* c ' 

A connection on � is said to be a trivial connection if for any u E E(�) , 
there exists a parallel section X of � with X (71" (u) ) = u. Clearly, � admits a 
trivial connection iff it is a trivial bundle. 

PROPOSITION 1 . 2 .  If 'H is a connection on a bundle over a connected man­
ifold, then 7t is trivial iff its holonomy group is trivial. 

PROOF.  The only if part of the statement is clear. Conversely, if the holo­
nomy group is trivial, then the parallel translate of any vector u E Ep to a point 
q is independent of the chosen curve , and therefore defines a parallel section of 
the bundle . D 
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DEFINITION 1 . 3 .  A connection on a vector bundle is said to be flat if it is 
integrable as a distribution, cf. Chapter 1 ,  Definition 9 . 1 .  

If H i s  trivial, then it is fiat: Given U E E, the parallel section X o f  � with 
X(1f(U) ) = U is an integral manifold of 7t. Conversely: 

PROPOSITION 1 .3 .  Let H be a connection on a vector bundle � = 1f : E ----+ 
lVI. The following statements are equivalent: 

( 1 ) H is flat. 
(2) For any open, simply connected subset U of lVI, the restriction of H 

to 1f- 1 (U) is a trivial connection on �I U '  
PROOF.  '-'Ire have already remarked that a locally trivial connection is fiat. 

Conversely, if H is fiat, then given U E 1f- 1 (U) , there exists by Frobenius' 
theorem (Theorem 9 . 2  of Chapter 1 ) , a maximal connected integral manifold U 
of HI'r 1 (U) through u .

_ 
By Proposition 1 . 1 ,  any cu!ve c in U can be uniquely 

lifted horizontally to U. This implies that 1f : U ----+ U is a covering map 
(see, e .g . , Spanier 's "Algebraic Topology" 2 .7 . 8  and 2 .4 . 1 0) , and therefore a 
diffeomorphism. Its inverse is then a parallel section of � I u  through u . D 

EXAMPLES AND REMARKS 1 . 1 .  (i) It follows from Proposition 1 . 3  that 
a fiat connection on a bundle over a simply connected manifold is a trivial 
connection . In particular, both the bundle and the holonomy group of the 
connection are trivial. 

(ii) More generally, one defines the restricted holonomy group at p E lVI of 
a connection to be the subgroup Go (p) of G(p) obtained by considering only 
those closed curves that are homotopic to the identity. A homotopy H between 
the closed curve c and the constant curve p induces a curve t f--* PHo2, joining 
Pc to 1Ep ' Thus, the restricted holonomy group is a path-connected subgroup 
of the Lie group GL(Ep ) ,  and is then itself a Lie group . Notice that Go (p) is a 
normal subgroup of G(p) , and that the map 

1f1 (M , p) ----+ G(p)/Go (p) , 
[e] H Pc ' Go (p) 

is a surjective homomorphism. Thus , G(p) /Go (p) is countable , and G(p) is also 
a Lie group . If the connection is fiat, then by Proposition 1 . 3 ,  Go (p) is trivial, 
and there is an epimorphism 1f 1 (lVI, p) ----+ G(p) . 

(iii) The canonical connection on the tangent bundle of sn : If � : sn ----+ 
lRn+ 1 denotes inclusion, then by Exercise 14 in Chapter 1 ,  � * s; = {u E lR;+l I 
(p, Jp- 1u) = O} for p E sn . The equivalence lRn+1 x lRn+1 � TlRn+1 mapping 
(u, v) E lRn+1 x lRn+1 to Juv E TlRn+1 allows us to identify TSn with the set 
of all (p, u) E sn x lRn+1 with u orthogonal to p. Under this identification, the 
tangent field c to a curve e in sn is C = (e, el) , since Jc(t) el (t) = c(t) . 

In order to specify a connection on T sn , we need a similar description of 
T(Tsn) . If X = (e , x) is a section of TSn along e, then ./Y = (c , x) = (e , x, e' ,  x' ) . 
Since (e , x) = 0 ,  (el , x) + (e, x ') = (e , X) ' = O . Furthermore , (e , el) = 0 because 
(e , e) == 1 .  Thus, if X(O) = (p, u) , then TS(�,u) is contained in the space of all 
(p, u , v , w) , where (v , w) E lR2n+2 satisfies (p , v ) = 0 and (u , v) + (p , w) = O. By 
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dimension considerations , 
( 1 . 1 ) 

(T5" ) (p ,u) = { ( (p , u) , ( v , w) )  E T5" X lR2,,+2 I (U , V ) + (p , W )  = (p , V ) = O} . 

Now, X,  as a section o f  TlR"+l along c ,  i s  parallel (with respect t o  the canonical 
trivial connection on TlR"+l ) if x' = O. But if x is constant , then in general 
(c ,  x) will not be zero, and X does not remain tangent to the sphere. The 
most one can hope for is that the orthogonal projection of x' onto 5" be zero; 
i . e . , x' should be a multiple of c . In terms of Equation ( 1 . 1 ) ,  this means that 
( (p ,  u) , (v , w) )  should be horizontal if w is a multiple of p. But then the condition 
(u ,  v) + (p, w) = 0 forces w to equal - (u ,  v)p.  '''Te therefore define the horizontal 
space at (p, u) to be 
( 1 .2) H(p,u) = { ( (p, u) , (v ,  - (u , v)p))  I v E lR"+l , (p ,  v) = O} . 

The verification that ( 1 .2 )  does indeed define a connection on T5" is left as an 
exercise . 

'''Then n = 2, it is easy to describe the parallel fields along great circles 
c in 52 , since they are determined by their length and the angle they make 
with c. Let c(t) = (cos t)p + (sin t )q ,  where p, q E 52 , (p, q) = 0 ,  and consider 
a parallel field X = (c, x) along c. Since (c, x) = 0 and x' = - (x , c' ) c , it 
follows that (x , x' ) = 0 ,  and Ix l is constant . In particular , the holonomy group 
is a subgroup of 0(2) . Since 52 is simply connected, the holonomy group is 
path connected, and is actually a subgroup of 50(2) . Furthermore, (x , C') ' = 
(x' , c') + (x , c") = 0 - (x , c) = 0, so that (x , c') is constant ; i . e . , the parallel 
fields along c have constant length and make a constant angle with c. 

By parallel translating any vector in (52 )p along c from p to -p = c(Jr) , 
and then parallel translating it back to p along a different great circle, one 
easily sees that the holonomy group G(p) acts transitively on the unit circle in 
the tangent space at p ;  i . e . , the orbit of any point is the whole circle. Thus, 
G(p) � 50(2) . 

EXERCISE 86 . Let H be a connection on � = Jr : E ----+ lVI, and denote by 
X the horizontal lift of a vector field X on lVI. 

(a) Show that for X, Y E XlVI, a , {3 E lR, 

aX + {3Y = aX + (3Y , 
(b) Prove that if [X , Ylv = 0 for all X,  Y E XM, then H is fiat. 
EXERCISE 87. (a) Consider the bundle projection Jr : T5" ----+ 5" . ,,,Tith 

notation as in Examples and Remarks 1 . 1  (iii) , show that Jr* : TT5" ----+ T5" is 
given by 

Jr* ( (p , u) , (v , w) )  = (p, v ) .  
Deduce that the vertical space at (p, u )  is 

{ ( (p, u) , (0 ,  w))  E T5" x 0 x lR"+l I (p, w) = O} . 

(b) Prove that ( 1 .2) defines a connection on T5" . 
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FIGURE 1 .  A parallel field along a circle of latitude. 

EXERCISE 88 .  Describe the parallel fields along a circle of latitude 
c(t) = (cos t sin ¢ , sin t sin ¢ , cos ¢) 

2. Covariant Derivatives 

109 

Let H be a connection on � = Jr : E ----+ lVI, so that T E = V E9 H, where 
by abuse of notation H also denotes the bundle H ----+ E. A vector w E T  E 
decomposes as w = WV + wh . The vertical component measures the amount by 
which a vector fails to be horizontal. It is more convenient to replace it by a 
vector in E rather than in T E. This can be done as follows: by Exercise 59 , 
V is equivalent to Jr* � .  Under this identification, the second factor projection 
Jr2 : E (V) = Jr* E ----+ E is a bundle map (E (V) denotes the total space of the 
bundle V) . 

DEFINITION 2 . 1 .  The connection map f{, : T E ----+ E of H is given by 
w E TE. 

Alternatively, for w E TuE, let p :=  Jr (u) , and � :  Ep ----+ E be the inclusion. 
Then by Example 5 . 1  in Chapter 2 ,  

Thus, 
( 2 . 1 ) 

Notice that H = ker f{,. This implies the following: 
PROPOSITION 2 . 1 .  (Jr* , f{,) : T E ----+ TlVI E9 � is a bundle map covering Jr 

E ----+ lVI. 

E -.. lVI 7r 
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PROOF.  Both T E and T lVI EEl � have the same fiber dimension , and since 
(71" * ,  1\:) is linear on each fiber, it suffices to show that it has trivial kernel. But 
ker( 71" * ,  1\:) = ker 71" * n ker I\: = E(V) n H = {O} fiberwise. D 

DEFINITION 2 . 2 .  Let H denote a connection on � = 71" : E ---+ lVI with 
connection map 1\:. Given f : iV ---+ lVI, a section X of � along f, and u E T iV, 
the covariant derivative of X with respect to u is  the vector 

VuX := I\:X*u E E .  

'''Then iV = lVI and f = 1M,  V i s  called the covariant derivative operator of H. 

Notice that if u E iVp , then VuX E Ef (p) . Thus, for U E XiV, VuX is 
a section of � along f, where VuX(p) := VU (p)X . Furthermore, X is parallel 
along f iff VuX = 0 for all U E XiV, since ker I\: = H. 

'''Te have already observed that the space r f of sections of � along f is 
canonically isomorphic to the space r f * f, of sections of J* � via 

r f -----> r f * f" 
X r---+ ( IN ,  X) . 

By the remark following Definition 1 . 2 ,  the covariant derivative J*V of the 
induced connection on J* � is given by 

THEOREM 2 . 1 .  Suppose H is a connection on � with covariant derivative 
operator V. Given f : iV ---+ lVI, u, v E iVp , and sections X, Y of � along f, 

( 1 ) Vu(X + Y) = VuX + VuY. 
(2) Vau+vX = aVuX + VvX, a E R 
(3) VuhX = u(h)X(p) + h (p)VuX, h E  FiV. 
(4) If g : L ---+ iV, and W E  TL , then Vw (.X 0 g) = Vg* wX. 

The proof of  the above theorem requires a couple of  lemmas : 

PROOF OF LEMMA 2 . 1 .  It suffices to consider vertical vectors, since both 
sides vanish when applied to horizontal ones. So let W E (Ep)u , v := Ju-1w E 
Ep . If � : Ep '""--+ E denotes inclusion, then tta 0 1\:( �* w) = tta 0 1\:( � * Ju v) = av by 
(2 . 1 ) . On the other hand, I\:Otta* (� *w) = l\:0tta* (�* Juv) = I\:O�* Otta*Juv , because 
� 0 tta = tta o � . Thus ,  I\: 0 tta* 0 �*W = I\: 0 �* 0 tta*Juv = I\: 0 �*Jauav = av o D 

LEMMA 2 . 2 .  Let (71" , ¢) : 71"- l (U) ---+ U X ]Rk be a bundle chart of � , where 
(U, x) is a chart of M. Set x = x O K ,  so that (x, ¢) : 71"- l (U) ---+ x(U) x ]Rk is a 
(manifold) coordinate map of E. 

If u, V E Ep ,  x (p) = 0 , then 

1\: ( � (u + v)) = I\: (!!...- (u)) + I\: ( �. (V)) , l :::; i :::; n .  ox' oX' ox' 
PROOF OF LEMMA 2 . 2 .  Consider the map L : Ep ---+ Ep given by L(u) = 

I\:(% xi (u) ) . Notice that o/axi (tu) = ttt* % ;ri (u) for t E lR: Indeed ,  o/axi (tu) 
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may be written as  Ci ,tu (O) ,  where Ci ,tu (s ) = (x, ¢ ) - 1 (sei , tu) = t(x, ¢ ) - 1 (sei , u) . 
Thus, 

It follows that the derivative DL of L at 0 satisfies DL(u) = c' (O) , where 
c(t) = ",(a/axi (tu)) = "'(ttu a/axi (u) )  = t",(a/axi (u)) by Lemma 2 . 1 ;  l . e . ,  
DL(u) = L(u) ,  so  that L i s  linear, and the lemma i s  proved. D 

PROOF OF T HEOREM 2 . 1 .  vVe will again use the coordinate map (x, ¢) : 
n- 1 (V) -+ x(V) x ]Rk from Lemma 2 . 2 ,  where J (p) E V. Define sections Vi of 
�I u by ¢(Vi (q)) = ei , q E V, 1 ::; i ::;  k, and write Xl f- 1 (U) = 2:. Xi Vi o J . Then 

(2 .2 ) 

n a k a X*u = L X*u(;ri ) �(X(p) )  + L x*u(¢j ) a j (X (p) )  
i= l ax j=l ¢ 

L · 
a 

L ' a 
= u (x" 0 X) -(X(p) )  + u (¢J 0 X) -a . (X (p) )  

. 
ax" . ¢J " J 

L . a 
L ' a 

= u (x" 0 J)-. -. (X(p) )  + u (xJ )-a ' (X (p) ) . 
. ax" . ¢J " J 

The vector Y* u can be expressed in a similar way. On the other hand, 

Next , observe that Vj o n  = ",a/a¢j : Indeed, recall that Vj (p) = (¢ I Ep ) -lej . If 
u E Ep and � : Ep -+ E denotes inclusion, then 

a 
a¢j (u) = �* (¢ I Ep ) -; lDj (¢(u)) = �* (¢ I Ep ) -;\J</>(u)ej = �*Ju (¢ I Ep ) - lej 

= �*JuVj (p) ,  

where the third equality uses the fact that ¢ is linear. Applying (2 . 1 ) now yields 
the claim. Thus, 

j 

= ",(X + Y) *u , 

where the second equality makes use o f  Lemma 2 . 2 .  This proves ( 1 ) . Statement 
(2) is an immediate consequence of the definition of "'. For (3) , observe that 
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Xi 0 hX = Xi 0 X = Xi 0 f, so that (2 .2) yields 

L 
. a 

(hX) .u = u (x" 0 1) -. (h (p)X(p)) aX' i 
+ L[u(h)xj (p) + h (p)u(Xj ) ] a�j (h (p)X(p)) 

J [�>(X' 0 1)" ,,(p) ,; (X (p) ) I h lp) � > (Xj) a�i (h (P)X(P))] 
'" . a 

+ u(h) � x
J (p) a� (h (p)X(p) ) . 

J 
Applying ", to the expression inside brackets and using Lemma 2 . 1  then yields 
h (p)",X.u , while the last line becomes u(h)X(p) under "', thus establishing (3) . 
Finally, (4) is an immediate consequence of the chain rule. D 

It is often useful to express an arbitrary cross-section along a curve in 
terms of parallel ones: Consider a map f : N ----+ lVI, and let � be a rank k 
vector bundle with connection over lVI. Given a basis Xl , . . .  , Xk of the fiber 
of � over some point f(p) ,  p E N, and a curve c : [a, b] ----+ N with c(a) = p, 
there exist by Proposition 1 . 1  parallel sections Xl , . . .  , Xk of � along f 0 c with 
Xi (a) = Xi · Thus, any section X along f o e  can be written as X = L: hiXi 
for some functions hi : [a , b] ----+ JR. Let us use this fact to show that \7 uX only 
depends on the values of X along any curve tangent to u :  

PROPOSITION 2 . 2 .  Le t  � b e  a vector bundle with connection over lVI, f : 
N ----+ lVI, u E Np , and X a section of � along f. Given a curve c :  1 ----+ N with 
C(O) = u, denote by Xt the parallel section along f 0 c with Xt (t) = X 0 c(t) . 
Then 

\7 uX = lim Xt (O) - X 0 c(O) . t---> O t 
PROOF.  Choose linearly independent parallel sections Xl , . . .  , Xk of � along 

f o e, so that X 0 c = L: hiXi , and Xt (s) = L: hi ( t)Xi (s) . Then 

lim Xt (O) - X 0 c(O) = lim '" hi (t) - hi (O) Xi (O) = '" hi l (O)Xi (O) . t---> O t t--+o � t � 
On the other hand, 
\7uX = \7c(O)X = \7D(O) (X o c) = \7D(O) L hiXi = L D(O) ( hi )Xi (O) 

= L hi l (O)Xi (O) . 

D 

EXAMPLES AND REMARKS 2 . 1 .  (i) '-'Ire have seen how a connection H. on 
� determines a covariant derivative operator \7. The two concepts are in fact 
equivalent ; i . e . , if \7 is a covariant derivative operator on � (in the sense that it 
satisfies ( 1 )-(3) of Theorem 2 . 1  for the case N = lVI and f = 1M ) ,  then there 



2. COY ARIANT DERIVATIVES 1 13 
exists a connection H on � whose covariant derivative coincides with \7: given 
W E E(�) , define 

Hw = {Jw \7uX - X*u I X E r� , X (7r (w) )  = W, u E M7r(w) } ' 
It is straightforward to verify that H is a connection. In order to establish that 
its covariant derivative is \7, it suffices to check that \7 uX = 0 iff X * u E H since 
the vertical distribution is the same for all connections . But this is immediate 
from the definition of H. 

In view of this, we shall use the word connection to denote either H or \7. 
(ii) I f  � i s  a vector bundle over AI ,  a differential k-Jorm on AI with values in 

� is a section of the bundle Hom(Ak (A1) , �) , where by abuse of notation ih (A1) 
refers both to the bundle and to its total space. The space of these sections is 
denoted Ak (M , �) . Notice that in the notation of Section 11 in Chapter 1 ,  the 
space of k-forms Ak (A1) = Ak (AI, (';1 ) ,  where (';1 is the trivial line bundle over 
M. 

I f  \7 and V are two connections on � ,  then W := \7 - V E Al (AI, End �) , 
where End � = Hom(� , �) : Given u E Mp , x E E(�)p , w (u)x = \7uX - VuX E 
E(�)p for any section X of � with X(p) = x; w is well-defined by Proposition 1 1 .3 
of Chapter 1 ,  together with the fact that \7 u (J X) - Vu (J X) = J (\7 uX - V uX) 
for J E F(A1) by Theorem 2 . 1 (3) . w (u) : Ep ---+ Ep is clearly linear. Conversely, 
if \7 is a connection and w E Al (AI, End �) , then V := \7 + w is again a 
connection . In other words, the set of connections on � is an affine space 
modeled on the vector space Al (AI, End �) . 

(iii) At the beginning of Section 1 ,  we defined parallel translation in lRn 
by letting the standard coordinate vector fields Di be parallel. Thus, if X E 
XlRn , so that X = 'L- XiDi ' where Xi = X (ui ) ,  then \7uX = 'L- U(Xi )Di ' 
Alternatively, identify TlRn with lRn x lRn by mapping (u , w) E lRn x lRn to 
Ju W E lR� . Then a vector field X along a curve c : I ---+ lRn becomes identified 
with (c, x) , where x : I ---+ lRn , and \7 uX = (c, X l ) . 

(iv) In Examples and remarks 1 . 1 (iii) , we defined the canonical connection 
on 75n first in terms of parallel sections: A section X of 75n along c can be 
viewed as a section of 7lRn+1 along c via the derivative of the inclusion map 
� : 5n ---+ lRn+ 1 , and may thus be written as X = (c, x) . X was then said to be 
parallel along c if the component of Xl tangent to 5n is zero. The connectio�l 
\7 on 75n can therefore be expressed in terms of the Euclidean connection \7 
as follows: Given p E 5n , v E lR;+l , let v� denote the orthogonal projection 
(with respect to the usual Euclidean metric on 7lRn+l ) of v onto �* 5; . Then 
for u E 75n , X E X5n , 
(2 .3 )  
More generally, (2 .3 )  makes sense in the context of any submanifold lV! of lRn , 
and defines the so-called canonical connection on 71V!. 

(v)  A connection \7 on  � determines a connection (which will be also denoted 
\7) on the dual bundle C by 

(\7uw)X := u (w (X) )  - w(\7 uX) , U E T1V!, w E re ,  X E r� . 
If c is a curve i n  lV!, then w 0 c i s parallel iff w 0 c( X) i s  constant for any parallel 
section X of � along c. 
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Similarly, if \7i are connections on the bundles �i over lV!, i = 1 , 2 ,  define a 
corresponding connection \7 on the tensor product 6 ® 6 by 
\7 u(Xl ® X2) = (\7�Xl ) ® X2 (p) + Xl (p) ® (\7�X2 ) ,  U E Mp , Xi E r�i ,  
and one on the '''Thitney sum 6 EEl 6 by 

\7u (Xl ' X2 ) = (\7�Xl ' \7�X2 ) '  
(vi) Let 9 denote a Euclidean metric on � .  Since 9 is a section of (� ® �) * , 

(v) implies that 
(\7ug) (X ® Y) = u (g(X ® Y)) - g(\7uX ® Y(p) )  - g(X (p) ® \7uY) , 

for u E lV!p ,  X, Y E r�.  \7 is said to be a Riemannian connection if 9 is parallel. 
'''Triting (X, Y) instead of g(X ® Y) , the connection is Riemannian iff 

u (X, Y) = (\7uX, Y(p)) + (X (p) ,  \7uY) . 
In this case, (X, Y) is constant for parallel sections X, Y of � along a curve c, 
so that the holonomy group is a subgroup of the orthogonal group . 

EXERCISE 89 .  Prove that H. as defined in (i) is indeed a connection. 
EXERCISE 90 .  Show that if \7 is a connection on � and w E Al (lV!, End �) , 

then V = \7 + w is again a connection . 
EXERCISE 9 1 .  Let p, q E 5n , p -.l q, and consider the great circle c : 

[0 , 27rj ---+ 5n given by c(t) = (cos t)p + (sin t )q .  Prove that \7Dc = 0 for the 
canonical connection \7 on T 5n . 

EXERCISE 92 .  Let �i be vector bundles over lV! with connections \7i . Show 
that the induced connection \7 on Hom(6 , 6 ) is given by 
(\7uL)X = \7� (LX) -L(\7�X) ,  u E TM, L E r(Hom(6 , 6 ) ) ,  X E r6 . 
Deduce that L 0 c is parallel (c : I ---+ lV!) iff LX is a parallel section of 6 along 
c whenever X is a parallel section of 6 along c. 

EXERCISE 93 .  Let 6 ,  6 be vector bundles over lV! with connections \71 , 
\7 2 . Define a "natural" connection on the product 6 x 6 so that the '''Thitney 
sum connection from Examples and Remarks 2 . 1  becomes its pullback via the 
diagonal imbedding of lV! into lV! x lV!. 

3. The Curvature Tensor of  a Connection 

In the previous section, we saw that flat connections are those for which 
parallel translation is , at least locally, independent of the chosen curve . Devia­
tion from flatness is measured by a tensor field called the curvature. 

DEFINITION 3 . 1 .  The curvature tensor R : XlV! x XlV! x r� ---+ r� of a 
connection \7 on � = 7r : E ---+ lV! is given by 

R(U, V)X = \7u\7vX - \7v\7uX - \7 [u,v]X, U, V E XM, X E r( 
PROPOSITION 3 . 1 .  The operator R is a 2-fonn on lV! with values in End �;  

i. e _ ,  R E A2 (lV!, End �) , cf- Examples and Remarks 2_ 1 (ii) _ In particular, R is 
tensorial in all three arguments_ 
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PROOF. It  i s  clear that R(U1 + U2 , V)X = R(U1 , V)X + R(U2 , V)X .  Since 
R is skew-symmetric in the first two arguments , a similar identity holds for the 
second argument . '-'Ire apply Proposition 1 1 . 3  of Chapter 1 to show tensoriality: 
Given J E FM, 

R(JU, V)X = 'V fU'VVX - 'Vv'V fUX - 'V [fU,v] X 
= J'Vu'VvX - 'Vv (J'VuX) - J'V[u,vVY + 'VV(f)uX 
= J'Vu'VvX - (V J)'VuX - J'Vv'VuX - J'V[U,v] X + V(J)'VuX 
= JR(U, V)X. 

Similarly, 
R(U, V)hX = 'Vu'VvhX - 'Vv'VuhX - 'V [u,v] hX 

= 'Vu (h'VvX + V(h)X) - 'Vv (h'VuX + U(h)X) - h'V [u,v]X 
- ( [U, V] h)X 

= h'Vu'VvX + U(h)'VvX + V(h)'VuX + UV(h)X 
- h'Vv'VuX - V(h)'VuX - U(h)'VvX - VU(h)X 
- h'V [u,vVY - ( [U, V]h)X 

= hR(U, V)X + (UV(h) - VU(h) - [U, V] (h ) )X 
= hR(U, V)X. 

D 

A useful interpretation of R can be given in terms of the so-called exterior 
covariant derivative operator of a connection: 

DEFINITION 3 . 2 .  Given a connection 'V on .; , its exterior covariant deriv­
ative operator is the collection of maps d'V : Ak (lV[, ';) ---+ Ak+1 (1V[, ';) given 
by 

d'V (X)U  = 'VuX, 
and by 

k 

X E Ao (M, ';) = r(.;) , U E XM, 

'V � i A 

(d w) (Uo ,  . . .  , Uk ) = L.) - 1 ) 'Vu, (w (Uo ,  . . .  , Ui , . . .  , Uk ) )  

+ L( -1 ) i+jw ( [Ui , Uj ] '  Uo , . . .  , Vi ' . . .  ' Vj , . . .  , Uk ) 
i<j 

The operator d'V is the generalization to vector bundles of the exterior 
derivative operator d on A(lV[) . In fact , if '; = (';1 is the trivial line bundle over 
lV[ with the canonical connection, then a section X of '; can be written as X = 
( 1M , J) for some J E FM, and d'V (X)U  = 'VuX = ( 1M , U (J) )  corresponds to 
dJ (U) . Similarly, when k ?: 1, the expression for d'V w is identical to that for dw 
in Theorem 1 1 .  3 from Chapter 1 .  Thus, d'V = d in this case. 

The connection on (';1 is fiat, and we will soon see that fiat connections have 
vanishing curvature. This turns out to be the reason why d2 = 0 :  
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THEOREM 3 . 1 .  Let R denote the curvature of a connection \7 on t;. Given 
X E rt;, define Rx E A2 (M, t;) by Rx (U, V) = R(U, V)X. Then Rx = d\l 0 
d\l X.  

PROOF.  
d\l2 (X ) (U, V) = \7u( (d\l X)V) - \7v ( (d\l X)U) - d\l X ( [U, V] )  

= \7u\7vX - \7v\7uX - \7[u,vVY 
= R (U, V)X. 

D 

In order to provide a geometric interpretation of curvature, we need the 
following: 

LEMMA 3 . 1  (Cartan's Structure Equation) . Given f : iV ----+ lVI, U, V E XiV, 
and a section X of t; along f, 

R (J. U, f. V)X = \7u\7vX - \7v\7uX - \7 [u,vvY , 

where \7 denotes the covariant derivative along f. 

PROOF.  Let p E iV,  x a coordinate map of lVI around f (p) . Then locally, 

,", 0 ,", . 0 
f* U = �(J* U) (x" ) oxi 0 f = � U(x" 0 J) oxi 0 f. 

i i 
Similarly, if E1 , . . .  , Ek are local sections of t; that are linearly independent , then 
(the restriction of) X = L hi Ei 0 f. Thus, by tensoriality of R, we may assume 
that t�ere exist V, 11 E XM, X E rt; such that f. U = V 0 f ,  f* V = 11 0 f ,  and 
X = X  o f . Now, 

\7u\7vX = \7u\7v (X 0 f) = \7u (\7 J * vX ) = \7U (\7vOf""'Y ) = \7u (\7 v"",Y ) 0 f 

= \7 f. U (\7V"",Y ) = (\7 u \7vX ) 0 f. 
Similarly, 

\7[u,v] X = \7[U,v] (""'Y 0 f) = \7 f. [U,vV Y = \7 [U ,V] O fX = (\7 [U ,V]""'Y) 0 f· 

Thus, 

R (J. U, f. V)X = (R(V, l1)"",Y) 0 f = (\7 u \7 vX - \7 v \7 uX - \7[U ,V] X) 0 f 
= \7u\7vX - \7v\7uX - \7 [u,v] X. 

D 

The above lemma may be interpreted in terms of the induced connection 
on f*t; :  Given w E A(M, End t;) , define f*w E A(iV, End f*t;) by 

(J'w ) (U1 , . . .  , Uk ) ( lN , X) := ( IN , w(J* U1 , . . .  , f. Uk )X ) , Ui E XiV, X E r f . 
If Rf denotes the curvature tensor of J*t; ,  Cartan's equation states that Rf = 
J*R .  

The next proposition clarifies the remark at the beginning of  the section 
to the effect that the curvature tensor of a connection measures deviation from 
flatness: 
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PROPOSITION 3 . 2 .  Let u, v E lV!p, x E Ep . Consider a map f from a 
neighborhood of the origin in ]R2 into M with f(O) = p, f.D1 (0) = U, f.D2 (0) = 
v. For t, s small enough, let Xt , s denote the vector in Ep which is o b tained after 
parallel translating x along 

Then 

(1) 7 r--+ f (7, 0) from p to f(t , 0), then along 
(2) a r--+ f (t , a) from f(t , O) to f(t , s ) , then along 
(3) 7 r--+ f( t - 7, s) from f( t , s) to f(O ,  s ) ,  and finally along 
(4) a r--+ f(O ,  s - a) from f(O ,  s) to p .  

R(u , v)x = - lim t , s-tO 
Xt , s - x 

ts 

x 

p /( t , O) 

FIGURE 2 .  Curvature via parallel translation. 

PROOF .  Define a section X along f by letting X(t , s) be the parallel trans­
late of x along the curves in ( 1 ) and (2) from p to f (t , s ) . By Lemma 3 . 1 ,  

R(u, v)x = R(J.D1 (0) , f.D2 (0))X 

(since X is parallel along the curves (2) ) . 

If Ps is parallel translation along a r--+ f(O ,  a ) from p t o  f(O ,  s ) , then by Propo­
sition 2 . 2 ,  

P-1"<7  X "<7 V" p-1"<7  V" 
V V X" r s V DJ (D , s ) - v DJ (0) ""''- . s V DJ (O , s ) ""''-

D2 (0) DJ ""' = s� S 
= l� s 

Now, if Pt, s denotes parallel translation along 7 r--+ f (7, a) from f(O ,  s) to f(t , s ) , 
then 

Thus, 

r . Pt�sl X (t ,  s ) - X (O ,  s ) 
V DJ (0 s )X = lim ----'-'-"-------'-----'-------'-----'--

' t-+O t 

D 
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The curvature tensor of a connection 7t measures the amount by which the 
distribution 7t fails to be integrable : Recall that 7t is integrable iff [0, V] is 
horizontal for all U, V E XlVI, where 0, V are the horizontal lifts of U, V to 
T E. Notice that Au V := � [0, V] V is tensorial: If f E F(T E) , then 

- 1 - - 1 - - - - 1 - - -
AfUV = 2 [1U ,  V]V = 2 (J [U , V] V - V(J)UV ) = 2f [U ,  V]V = f AuV. 

A is then tensorial in the second argument by skew-symmetry. '-'Ire may therefore 
define 

( 3 . 1 )  u , v E 7tx , X E E , 

where U, V are horizontal vector fields on E with Ux = U, VX = v .  

THEOREM 3 . 2 .  Le t  7t b e  a connection on � = 7r : E ----+ lVI. The curvature 
tensor R of 7t is given by 

R( u, v)x = -2",Auv ,  

where il ,  V are the horizontal lifts of u , v a t  x .  

PROOF.  Let U,  V be vector fields in  a neighborhood o f  p with U(p) = U ,  
V(p) = v ,  and [U, V] (p) = O .  Denote by  {¢d ,  {1Ps }  local flows o f  U, V, and 
by {¢d , Ns }  flows of the horizontal lifts 0, V of U, V. Since 7r 0 ¢t = ¢t 0 7r ,  
¢t (x) i s  the parallel translate o! x along the curve 7 >--+ ¢r (7r (x) ) ,  0 ::; 7 ::;  t , for 
any x E Ep , and similarly for 1Ps . By Proposition 3 .2 , 

. Xt s - X . xvlt vlt - x  . c( t) - c(O) R( u, v)x = - 11m ' = - 11m ' = - 11m , t , s --->O ts t--->O+ t t--->O+ t 
where c(t) = 1jJ-vIt 0 ¢-vIt 0 1jJvIt 0 ¢vIt(x) . Thus, given f E F(TE) , 

� *.JxR(u , v )x (J) = - lim (J 0 c) ( t) - (J 0 c) (O) = - [0 , V] (x) (J) t--->O t 
by Theorem 8 . 3  in Chapter 1 .  Finally, [U, V] (p) = 0, so [0 , V] (x) is vertical, 
and equals 2Auv .  The somewhat annoying factor 1/2 in the definition of A 
comes from the traditional terminology used for Riemannian submersions in 
the next chapter . D 

The following is an immediate consequence: 

COROLLARY 3 . 1 .  A connection is flat iff its curvature tensor vanishes. 
- -

PROPOSITION 3 . 3 .  Let \7 and \7 denote two connections on � , w := \7 -\7 E 
Al (M, End �) . Then 

R = R + dvw + [w , w] ,  
where [w, w] E A2 (M, End �) is given b y  [w , w] (U, V) = w(U)w (V) - w(V)w(U) ,  
U, V E XM. 

PROOF.  Given U, V E XlVI, 
VuVvX = \7u (\7vX + w (V)X) + w(U) (\7vX + w (V)X) 

= \7u\7vX + \7u (w(V)X) + w (U) (\7vX) + w(U)w (V)X. 
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Thus, 

R(U, V)X = R(U, V)X + V7u (w(V)X) - w(V) (V7uX) - V7v (w(U)X) 
+ w(U) (V7v X) - w [U, V]X + [w (U) , w (V) ]X 

1 1 9  

= R(U, V)X + (V7uw (V) - V7vw(U) - w [U, V] )X + [w (U) , w (V) ]X 
= R(U, V)X + i "  w(U, V)X + [w (U) , w (V) ]X. 

D 

EXAMPLES AND REMARKS 3 . 1 .  (i) Since the standard connection on 7]Rn 
is fiat , its curvature tensor is zero. 

(ii) (Curvature tensor of 752 ) Consider the circle of latitude given by t >--+ 
c(t) = (a cos t , a sin t , b) on 52 , where 0 < a ::;  1 ,  - 1  < b < 1 ,  a2 + b2 = 1 .  
Let X = �c ,  and t >--+ Y (t) : =  -b cos tDl (C(t) ) - b sin tD2 (c(t) ) + aD3 (C(t ) )  the 
northward-pointing unit vector field along c orthogonal to X. Then the parallel 
vector field E along c with E (O ) = cos coX(O) + sin coY(O) is given by 

(3 .2 )  E (t) = cos(co - bt )X(t ) + sin(co - bt)Y(t) , 

cf. Exercise 88 .  To see this, recall from Examples and Remarks 2 . 1  that the 
connection V7 on 752 satisfies 

where V7 is the connection on the tangent bundle of Euclidean space, and � : 
52 ---+ ]R3 is inclusion. A straightforward computation yields 

t' D(t) � *E = -a cos (co - bt)P 0 c, 
where P is the position vector field u >--+ P(u) := Juu on ]R3 . Since pl.. = 0, E 
is parallel, as claimed. 

Let p = ( 1 , 0 , 0) ,  u = D2 (p) , and v = D3 (p) . '-'Ire will use Proposition 3 . 2  to 
compute R( u, v)u :  Define a map f from a neighborhood of 0 E ]R2 into 52 by 
f (t , s ) = (cos s cos t , cos s sin t , sin s) , so that f (O , O) = p. Then 

. Ut t - U R(u , v)u = - llm ' 2 ' t--> 0 t 
where Ut,t is the parallel translate of u along 

( 1 ) 7 >--+ f (7, 0) from p to f (t ,  0) , 
(2) a >--+ f (t ,  a) from f ( t ,  0) to f (t ,  t) , 
(3) 7 >--+ f( t  - 7, t) from f (t ,  t) to f (O ,  t) , and 
(4) a >--+ f (O ,  t - a) from f (O ,  t) to p . 

Notice that the curves ( 1 ) , (2) , and (4) are great circles, so that by Examples 
and Remarks 1 . 1 (iii) , parallel fields have constant length and make a constant 
angle with the tangent field to the curve. The curve (3) is the circle of latitude 
described above with b = sin t, traveled in the opposite direction. The parallel 
translate of u along the first two curves is then X(t) .  Parallel translating X(t) 
along curve (3) yields E(O) , where E is the parallel field along the circle of 
latitude with E (t) = X(t) . By (3 .2 ) , E(O) = cos btX (O) + sin btY(O) . Finally, 
since curve (4) is a great circle, we obtain 

Ut,t = (cos bt)u + (sin bt)v = cos( t sin t)u + sin(t sin t)v ,  
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( ) 
_ - 1' [cos(t sin t) - l]u + sin(t sin t)v _

_ R u, v u - 1m 2 - v . . t_O t 
Since R is skew-symmetric in the first two arguments ,  R(u, v)v = -R(v , u)v = 
u, and thus, 

(3 . 3) R(u, v)w = (v , w)u - (u, w) v ,  w E  5;, 
where ( , ) i s  the inner product on  5; induced by the one on jR� and �* ; i . e . ,  
(u , v ) = (� *u , �* v) .  Using the fact that u , v i n  (3 . 3) form a basis o f  the tangent 
space of 52 at p, it is easy to check that (3 . 3) holds for arbitrary u, v E 5; .  

If q is another point on 52 , choose some A E 50(3) with A(p) = q ,  and 
replace J by A 0 J in the above discussion. Since A maps great circles to great 
circles and circles of latitude to circles of latitude (possibly around a different 
axis) , we conclude that R is given by (3 . 3) at any point of 52 . 

(iii) Let \7 be a connection on a bundle � over lV!, U C lV! such that 
�I u  is trivial. A section X of �I u  can then be written as X = ( l u , x) , where 
x : U -+ jRk

. The standard flat connection D on �I U is given by 

Du ( l u , x) = C7r (u) , (x 0 c) ' (O) ) ,  

where c is a curve in U with C(O) = u . It follows that \7 = D + A , for some A E 
Al (U, End �I U ) ' Since the flat connection has zero curvature, Proposition 3 . 3  
implies that the curvature tensor R of  \7 can be locally written as 

RI U = DA + [A, A] . 

EXERCISE 94. Prove the Bianchi identity: If R is the curvature tensor of a 
connection \7, then d'l R = O .  

EXERCISE 95 .  Let lV! denote an  n-dimensional affine subspace o f  jRn+ l . 
Compute the curvature tensor of the canonical connection on T lV! given by 
(2 . 3) . 

4. Connections on Manifolds 

If lV! is a manifold, a connection on lV! is a connection \7 on the tangent 
bundle of lV!. Those curves c in lV! whose tangent field c is parallel along c play 
a key role in the study of \7. 

DEFINITION 4 . 1 .  A curve c in lV! is said to be a geodesic if \7 DC = O .  

'''Te will see below that the tangent fields o f  geodesics are integral curves o f  a 
certain vector field on T lV!, and therefore enjoy the usual existence, uniqueness ,  
and smooth dependence on initial conditions properties. These properties can 
also be shown to hold locally with the help of a chart (U , x) :  Let Xi = a/axi , 
and define the Christoffel symbols to be the functions r7j E FU given by 

1 ::; i , j , k ::; n. 
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Since c = c*D = Li c*D (Xi )Xi 0 C = Li D(xi 0 C)Xi 0 C = Li (xi 0 c) 'Xi 0 C, 

\7 DC = L D (xi 0 c) 'Xi 0 C + (xi 0 c) '\7 D (Xi 0 c) 

= L(xi 0 c) " Xi 0 C + (xi 0 c) ' L(xj 0 c) ' (\7 X J  Xi) 0 c 
j 

= L(xi 0 C) "Xi 0 C + (xi 0 c) ' L(xj 0 C) ' (r;i 0 C)Xk 0 c. 
j , k 

Thus, c is a geodesic iff 

(xk 0 c) " + L(xi 0 c) ' (xj 0 c) 'r7j 0 c = 0 ,  
i ,j 

1 ::; k ::; n. 

1 2 1 

Existence and uniqueness of geodesics for initial conditions in c and c are then 
guaranteed by classical theorems on differential equations . A connection is said 
to be complete if its geodesics are defined on all of R 

EXAMPLES AND REMARKS 4 . 1 .  (i) If lV! = JRn with the standard fiat con­
nection, then r7j = 0, and the geodesics are the straight lines t f---+ at + b, a ,  
b E  lV!. The connection i s  complete .  

(ii) More generally, let lV! be a parallelizable manifold, Xl , . . .  , Xk E XlV! a 
parallelization of lV! .  Any X E XlV! can be written X = Li XiXi , Xi E FlV!. 
The formula 

U E TlV!, 

defines a connection on lV! such that X E XlV! is a parallel section of T lV! iff X 
is a constant linear combination L aiXi , ai E JR. This can be seen by check­
ing axioms ( 1 )-(4) of Theorem 2 . 1 .  Alternatively, one can define a horizontal 
distribution H whose value at U = L aiXi (7r (U) )  is Hu := Xu(u)lV!7l'(u) , where 
X := L aiXi E XlV!. Since 7r 0 X = 1M ,  7r* Hu = 7r*X*lV!7l'(u) = lV!7l'(u) ' Fur­
thermore , Hau = (aX) *lV!7l'(u) = (?la 0 X) * lV!7l'(u) = ?la * Hu for a E JR, so that H 
is a connection. 

Given p E M, U = L aiXi (p) E Mp , the geodesic c of M with C(O) = U 
is the integral curve of the vector field X := L aiXi passing through p when 
t = 0: Notice that \7 xX = 0, so that if "Y is an integral curve of X, then 

\7 D'Y = \7 D (X 0 "Y) = \7�(X = (\7 xX) 0 "Y  = O .  
(iii) In  case lV! i s  a Lie group G, the connection from (ii) obtained by 

choosing as parallelization a basis of the Lie algebra g is called the left-invariant 
connection of G. It is independent of the chosen basis, because for U E TG, 
Hu = X*7l'(u)G7l'(u) , where X is the element of g with X7l'(u) = u .  

The geodesics c with c(O) = e coincide with the Lie group homomorphisms 
c : JR ----+ G (and in particular the connection is complete) : If c : I ----+ G is an 
integral curve of X with c(O) = e, let s, t be numbers such that s, t, s + t E l . 
Then the curve "Y defined by "Y(t) = c(s) c(t) is an integral curve of X, Sll1ce 

'Y(t) = Lc(s) *X (c(t ) )  = X(Lc(s) c(t ) )  = Xb(t) ) .  
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But t f---+ c(s + t) is also an integral curve of X which coincides with "'/ when 
t = 0, so that c( s + t) = c( s )c( t) . A similar argument shows that if c : I ----+ G is 
a maximal integral curve of X,  then s + t E l  whenever s, t E l. In particular, 
1 =  lR. 

Conversely, suppose c : lR ----+ G is a homomorphism, and let X be the left­
invariant vector field with X(e) = C(O) . If to E lR, and ",/ is the curve given by 
",/ (t) = c(to + t) = c(t o ) c(t) , then as above , 

c(t o) = 1'(0) = Lc(to ) * c(O) = Lc(to ) *X (e) = X (c( to ) ) , 
so that c is an integral curve o f  X. 

The curvature tensor o f  a left-invariant connection o n  a Lie group is zero, 
since the connection is flat. 

(iv) (Geodesics on sn) Let p, q E sn , p ..1 q . Then the great circle t f---+ 
c(t) = (cos t)p+ (sin t )q is a geodesic: In fact , c( t ) = Jc(t) C'( t ) = - (sin t )Jc(t)P+ 
(cos t)Jc(t) q ,  and t f---+ Jc(t)P i s  parallel along c for the connection � on lRn+1 . 
Thus, 

� D(t) C = - (cos t )Jc(t) q - (sin t)Jc(t) q = -p 0 c(t) , 
where P is the position vector field, and �* \7 DC = (�D C) _L = O. Since � *pS; = 
Jp (pJ_ ) ,  this describes, up to reparametrization, all geodesics passing through 
p at t = 0, cf. Exercise 96 .  

DEFINITION 4 . 2 .  A vector field S on TN! is called a spray on N! if 
( 1 )  7r* 0 S = hM , and 
(2) S o  JLa = a/La * S, for a E lR. 

By Theorem 7 .5  in Chapter 1, the maximal flow <P : vV ----+ TN! of S is 
defined on an open set vV C lR x T lV! containing 0 x T lV!, and if <Pv : I v ----+ T lV! 
denotes the maximal integral curve of S with <Pv (0) = v, then <Pv (t) = <p( t ,  v ) . 

Let TlV! denote the open subset o f  TlV! consisting o f  all v such that 1 E Iv , 
and define the exponential map exp : T lV! ----+ lV! of the spray S by 

( 4 . 1 )  exp (v ) := 7r 0 <P ( I , v) . 

For p E lV!, expp will denote the restriction of exp to lV! p := T lV! n lV!p. 

THEOREM 4 . 1 .  Let S b e  a spray o n  lV!n with exponential map exp : TlV! ----+ 
lV!. Then for any p E lV!, 

( 1 ) lV!p i s a star-shaped neighborhood of 0 E lV!p: If v E lV!p, then tv E lV!p 
for 0 ::;  t ::; 1 ,  and exp (tv) = 7r 0 <pv (t ) . 

(2) expp has rank n at 0 E lV!p, and therefore maps a neighborhood of 0 
in lV!p diffeomorphically onto a neighborhood of p in lV!.  

( 3 )  (7r , exp) : T M ----+ lV! x lV! has rank 2n  a t  0 E lV!p, and therefore maps 
a neighborhood of 0 in TlV! diffeomorphically onto a neighborhood of 
(p, p) i:n lV! x lV!.  If s : lV! ----+ T lV! denotes ihe zero section of T lV!, then 
there exists a neigborhood U of s( lV!) in T lV! such that (7r , exp) maps U 
diffeomorphically onto a neighborhood of the diagonal { (  q, q) I q E M} 
in lV! x lV!. 
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PROOF.  Notice first that if v E T  lVI, and s E IR, then the curve 1jJ := 
Ils 0 4>v O Ils : % Iv ----+ TlVI i s  an  integral curve o f  S. Indeed, 

;P (t) = Ils . 4>v . lls .D (t) = Slls . 4>v .D (st ) = sllS * S(4)v (st ) )  = S O ILs o 4>v 0 Ils (t) 
= S o 1jJ (t) . 

But 1jJ (0) = s4>v (O) = sv = 4>sv (O) , and by uniqueness of integral curves, 
4>sv (t) = 1jJ (t) = s4>v (st) for s t  E Iv . Now if v E iVIp , then s . 1 E Iv for any 
s E [0 , 1 ] ' and 4>sv ( l )  = s4>v (s) . Thus, 

exp ( sv ) = 7r 0 4>sv ( l )  = 7r O Ils 0 4>v (s) = 7r o 4>v (s) , 

which establishes ( 1 ) .  
For (2) , let c(t) = expp (tv) . Then, by ( 1 ) ,  

( 4.2)  

and expp• is an isomorphism at 0 E lVIp .  
In order t o  prove (3) , consider a chart (U, x )  of lVI around p, and the 

associated chart (7r- 1 (U) , x) of TlVI from Proposition 4 . 2  in Chapter 1 .  If 
y := x x x, then (U x U, y) is a chart of lVI x lVI around (p , p) , and 

8 2n 8 .  8 
(7r , exp) . 8xk (0) = L 8xk (O) (yl 0 (7r , exp) )  8yi (p , p) . 

i= l 
But for i ::;  n, yi 0 (7r , exp) = xi 0 7r  = xi , and yn+i 0 (7r , exp) = xi o exp . Thus, 
for k ::; n, 

( 4 .3 )  

( 4 .4 )  
8 n 8 . 8 (7r , exp) * 8xn+k (0) = L 8xn+k (O) (xl 0 exp) 8yn+i (p , p) . 

i= l 
The right side of (4 .4) can be rewritten as follows: Notice that exp* 8/8xn+k (0) = 
8/8xk (p) ; Indeed ,  if � lVIp '--l- TlVI is inclusion, and Ck is the curve t f---+ 
ta/8xk (p) in iVIp , then 

2n . 8 8 (� O ck ) .D (O) = � D(O) (xl 0 � 0 Ck ) 8 - ' (0) = 8 - +k (0) , � xl xn , j=l  
since xj 0 � 0 Ck = xj (p) , and xn+j 0 � 0 Ck (t) = t dxj (p)8/8xk (p) for j ::; n. But 
we also have (� O ck ) *D (O) = � *308/8xk (p) , so that 

8 8 8 8 
exp* 8xn+k (0) = exp. � *30 8xk (p) = expp* 30 8xk (0) = 8xk (p) 

by (4 .2) , as claimed. On the other hand, 

8 n 8 .  8 
exp* 8 - +k (0) = � 8 - +k (Xl 0 exp) -8 . (p) , xn '" � xn " xl, i=l  
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and comparing with the previous expression, we deduce that (a/axn+k ) (O) (xi 0 
exp) = 6ik . Substituting in (4 .4) yields 

a a 
(4 . 5) ( 7f, exp) * axn+k (0) = ayn+k (p , p) .  

By (4 .3) and (4 . 5) , the matrix of (7f , exp) *o with respect to the bases { a/axi l 
and {a/ayj } is 

C: Z) , 
where In denotes the n x n identity matrix. This matrix has rank 2n. The last 
statement of (3) then follows from Lemma 1 . 1  in Chapter 3 .  D 

THEOREM 4 . 2 .  Let \7 be a connection on lV! with connection map r;,. Then 
there exists a unique horizontal spray S on lV!; i. e . , r;, 0 S = s 0 7f, where s 
denotes the zero section oj T lV!. A curve c : I ---+ lV! is a geodesic iff there exists 
an integral curve c :  I ---+ TlV! oj S Jar which c = 7f 0 c. In this case, C = c. S 
is called the geodesic spray oj lV!. 

PROOF .  S is a horizontal spray iff 
( 1 ) 7f*S(v) = v ,  V E TM, 
(2) r;,(S(v)) = 0 E Mrr(v) , and 
(3) S(av) = af.La*S(v ) ,  a E R 

The first two conditions determine S uniquely, since by Proposition 2 . 1 ,  (7f* , r;,) : 
TT lV! ---+ T lV! EEl T lV! is a bundle map covering 7f : T lV! ---+ lV!. So let S( v) = 
(7f * , r;,) - 1 (v , s 0 7f (v) ) ,  where s denotes the zero section of T lV!. Then S satisfies 
( 1 ) and (2) , and is a differentiable vector field on TlV!, being a composition 
(7f* , r;,)- 1 0 ( lTM ' s 0 7f) of differentiable maps. In order to establish (3) , it 
suffices to show that 
(4 . 6) 
and 

(4 .7) 
But 7f 0 f.La = ]f, so that 

7f* (af.La*S(v) ) = a7f*f.La*S(v) = a7f*S(v) = av = 7f*S(av ) ,  
which proves (4 . 6) . For (4 . 7) , observe that r;,S(av) = 0 because S i s  horizontal. 
On the other hand, Lemma 2 . 1  implies that 

r;,(af.La* S(v)) = a(r;, 0 f.La* )S(v) = a (f.La 0 r;,)S(v) = O .  
D 

EXAMPLES AND REMARKS 4 . 2 .  (i) It follows from Theorems 4 . 1  and 4 . 2  
that for v E Mp , the geodesic c with e(O) = p and C(O) = v i s  given by eel) = 
expp ( tv) . 

(ii) On lRn , expp v = p + Jp-
1V , V E lR; . 

(iii) On sn , if v E S; has norm 1 ,  then expp ( 7fv) = -p by Examples and 
Remarks 4 . 1 (iv) . Thus , exp is not, in general, one-to-one. 

(iv) The terminology for the exponential map is derived from the classical 
exponential map on the space lV!n,n of n x n matrices. The Lie group G = 
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GL(n) is an open subset of }'\I[n,n , so that there is a canonical identification 
JB : }'\I[n,n -+ GB for B E G. The left-invariant vector field X with X(e) = JeA 
is given by X(B) = JB (BA) ; this follows from Examples and Remarks 4 . 1 (iv) in 
Chapter 1 ,  together with the fact that LB : }'\I[n,n -+ }'\I[n,n , where LB (C) = BC, 
is a lineal' map. Define 

00 An 
eA .- '""" .- � -, . 

n. n=O 
Then the curve t f---+ c(t) = etA has derivative c' ( t )  = c(t)A ,  and c(t) = 
Jc(t) (c(t)A) = X 0 c(t) . c is therefore an integral curve of X,  and by Ex­
amples and Remarks 4 . 1 (iii) , c is a geodesic of the left-invariant connection on 
G. Thus , exp (tJeA) = etA . 

More generally, the exponential map exp : g -+ G of a Lie group G is given 
by exp (X) := c( I ) ,  where c is the integral curve of X with c(O) = e. It follows 
that c(t) = exp (tX) for all t E lR, so that exp = eXPe : Given a E lR, the 
curve ¢ : S f---+ c(as) is a I-parameter subgroup of G with ¢(O) = aX (e) , and 
¢ is therefore the integral curve of aX passing through e when t = O .  Thus, 
c(a) = ¢( 1 )  = exp (aX) . 

EXERCISE 96 .  Prove that if c is a geodesic, then so is any affine reparametriza­
tion t f---+ c(at + b) for a, b E lR. 

EXERCISE 97 .  Let }'\I[ = lR \ {O} = G L( I ) ,  with its left-invariant connection. 
Determine 'V DD .  

EXERCISE 9 8 .  Show that two connections 'V and 'V on  }'\I[ have the same 
geodesics iff the connection difference I-form w = 'V - 'V is skew-symmetric: 
i . e . , w (u)u = 0 ,  u E T}'\I[. 

EXERCISE 99 .  Prove that if }'\I[ is n-dimensional with tangent bundle 7r : 
T}'\I[ -+ }'\I[, then 7r * : TT}'\I[ -+ T}'\I[ admits a rank 2n vector bundle structure. 
Notice that the fibers of 7r * do not coincide with those of T (T }'\I[) , even though 
both bundles share the same total and base spaces. 

5. Connections on Principal B undles 

Although the approach followed here has been to study connections on 
vector bundles, many authors prefer to do so on principal bundles . This is 
essentially a matter of taste, and in this section, we show how to go from one 
to the other and back. 

Let � = 7r : E -+ }'\I[ be a vector bundle over }'\I[, Fr(�) = 7r P : P -+ }'\I[ 
its frame bundle; i . e . , the associated principal G L( n)-bundle over }'\I[. If H 
is a connection on �, there is a natural way of transferring it to the frame 
bundle: An element b E P is a basis U1 , . . .  , Un of the fiber E'lrp (b) of � ;  
equivalently b : lRn -+ E'lrp (b) i s  an  isomorphism, where Ui = b(ei ) .  Given 
a curve c :  [O , a] -+ }'\I[  with c(O) = 7rp (b) , consider the parallel sections Ui 
of � along c with Ui (O) = Ui . Then "'/ : [0 ,  a] -+ P, where ",/(t) is the basis 
U1 (t) , . . .  , Un (t) , is a section of Fr(�) along c, and it seems reasonable to say 
that "'/ is the parallel section along c with ",/(0) = b. Furthermore , "'/ enables us 
to recover all parallel sections of � along c: If U = Li aiui E E'Ir p (b) , then the 
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parallel section U along c with U(O) = u is just U = L aiUi = ph, a) , where 
p : P x lRn ----+ E = P X Gl (n) lRn is the projection, and a = (al " ' "  an

) E lRn . 

However, X can also be written as phg, g- l a) for any 9 E GL(n) , so if this 
definition is to make sense, we must require that "'(g be parallel whenever "'( is . 
In other words, if -y( t) is horizontal, then so is R*g -Y( t) for any 9 E G L( n) (here, 
Rg is the principal bundle equivalence given by Rg (b) = bg) .  

DEFINITION 5 . 1 .  A connection on a principal G-bundle 7r : P ----+ lV! is a 
distribution H on P such that: 

( 1 )  TP = ker 7r* EEl 1i. 
(2) Rg*H = H 0 Rg for all 9 E G. 

As in the vector bundle case, the splitting in ( 1 )  determines a decomposition 
u = UV + uh E keI' 7r * EEl H of any u E T P as a sum of a vertical and a horizontal 
vector . 

By the above definition, any connection H on a vector bundle � determines 
a connection H = {u E TP I p* (u , O) E 7t} on the principal GL(n)-bundle 
Fr(�) : If 7rE denotes the vector bundle projection, and 7rl : P X lRn ----+ P 
the projection onto the first factor, then 7r 0 7rl = 7rE 0 p. Since 7rE* I'H is 
onto , 7r*H = 7r*7rh (H x 0) = 7rE*p* (H x 0) = 7rE* (H) = TM, so that H is 
complementary to ker 7r * . Furthermore, if "'( is a basis of parallel fields along 
a curve in lV! and 9 E G L( n) , then each element of "'(g is a constant linear 
combination of the fields in "'(, and is therefore parallel. Thus, H is invariant 
under Rg . 

Conversely, given a principal G L( n)-bundle P ----+ lV! and a connection H on 
the bundle, we obtain a connection on the vector bundle � : E = P X GL (n) lRn ----+ 
lV! by requiring that ph, u) be parallel along c whenever "'( is parallel along c 
and u E lRn ; i . e . , we claim that H := p* (H x 0) is a connection on � :  Clearly, 
it. + V� = T E. To see that H is invariant under multiplication P,a by a E lR ,  

recall that the map p o  (Rg X l]Rn ) on P x lRn equals p o  ( l p  x g) .  Thus , 

Hap(b ,u) = Hp(b,au) = Hp(baIn ,u) = p* (HbaIn X Ou ) 
= P* 0 (RaIn X l]Rn ) * (Hb X Ou) = p* 0 ( l p  x aI

n
) * (Hb x Ou ) .  

But p o  ( l p  x aI
n
) = P,a 0 p ,  so that 

Hap(b ,u) = p'a * 0 P* (Hb x Ou ) = p'a * Hp(b ,u) 
as claimed. 

For b E P, the map lb : G ----+ P given by lb (9) = Rg (b) = bg is an imbedding 
onto the fiber of P through b by Lemma 1 0 . 1  in Chapter 5. If U E g, the 
fundamental vector field U E XP determined by U is defined by 

b E  P. 
In analogy with the vector bundle case, define the horizontal lift of X E XlV! 
to be the unique horizontal X E XP that is 7r-related to X. Such an X is said 
to be basic. 

PROPOSITION 5 . 1 .  The map 'IjJ 9 ----+ XP which assigns to U E 9 the 
fundamental vector field U determined by U is a Lie algebra homomorphism. 
Furthermore, [U, Xl is horizontal if X is, and is zero if X is basic. 
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PROOF.  'IjJ is by definition linear. To see that i t  i s  a homomorphism, notice 
first of all that the flow of U is Rexp(tUr In fact ,  if ",/ is the curve t f---+ exp( tU) 
in G and c( t) = Rexp(tU) (b) = lb 0 ",/( t ) , then 

c(t) = lb* 0 1'(t) = lb* Uexp(tU) = lb* 0 L(exp tU) *U (e) = lb exp(tU) *U (e) = U 0 c(t) .  
Thus, by definition of the Lie bracket , 

- - 1 [U ,  V] (b) = E�6 t (Rexp (-tU) * lb exp(tU)* V(e) - lb* V (e)) . 

If Ta denotes conjugation by a in G, then 

Rexp(-tU) 0 lb exp(tU) (g) = b exp ( tU)g exp ( - tU) = lb 0 Texp(tU) (g) . 
By Example 8 . 1 (iii) in Chapter 1 ,  

- - 1 [U , V] (b) = lb* E�6 t (Adexp(tU) V (e) - V(e) ) ,  

and it remains t o  show that the latter limit is [U, V] (e) . But i f  R now denotes 
right translation in G, then 

. 1 . 1 
lim - (Adexp(tU) V(e) - V(e)) = lim - (Rexp(-tU)* 0 Lexp(tU)* V(e) - V(e)) t--+D t t--+D t 

. 1 
= lim - (Rexp( -tU)* 0 V 0 Rexp(tU) (e) - V( e) ) t--+ 0 t 
= [U, V] (e) , 

since U has flow Rexp(tU) and V is left-invariant . This shows that 'IjJ is a Lie al­
gebra homomorphism. At this stage, it is worth noting that the above argument 
establishes the following: 

OBSERVATION. Denote by ad : g ----+ g [ (g) the derivative at the identity oj 
Ad : G ----+ GL(g) ;  i. e . ,  Jar U E g , adu = Ad*e U . Then adu V = [U, V] . 

'-'Ire now proceed to the second part of the proposition: If X is horizontal, 
then as above, 

- 1 [U ,  X] (b) = E�6 t (Rexp(-tU)* 0 X 0 Rexp(tU) (b) - X (b)) 

is horizontal, since 7t is invariant under Rg .  Finally, if X is basic and 1r-related 
to X E XM, then 7r * [U , X] = [0, X] 0 1r = 0, since vertical fields are 1r-related 
to the zero field on lV!. Thus , the horizontal component of [U , X] , and by the 
above , [U , X] itself, must vanish. D 

'-'Ire next discuss an analogue for principal bundles of the connection map 
'" : T E ----+ E for vector bundles: Recall that ", essentially picked out the vertical 
component UV of u E T E. Since UV E keI' 1r * ,  it can be identified with an element 
"' ( v) of E. A similar property holds for principal bundles: If u E np is vertical, 
that is , u E kel' 1r * , then it is tangent to the orbit of b which is diffeomorphic 
to G, and hence parallelizable. In other words , there exists a unique U E g 
with U (b) = u, so we may define "'( u) = U. It is customary to use the letter w 
instead: 
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DEFINITION 5 . 2 .  The connection form w of a connection on a principal 
G-bundle P ----+ lV! is the g-valued I-form given by 

(Strictly speaking, w E Al (P, TJ) , where TJ denotes the trivial bundle over P with 
total space P x g . )  

PROPOSITION 5 . 2 .  The connection form w of a connection 7t satisfies 
( 1 )  wl ?{ == 0 ,  lb' o W l ker 7r. = her 7r. , 
(2) R;w = Adg- l OW , 9 E G. 

Conversely, if w is a g-valued 1-fonn on P satisfying the first part of (1) and 
part (2), then ker w is a connection on P ----+ lV!. 

PROOF .  Part ( 1 )  i s  immediate from Definition 5 . 2 .  I t  suffices to  verify (2) 
for a vertical vector u E ker 7r , b , since both sides vanish when applied to a 
horizontal one. Now, by ( 1 ) ,  

(R;w) ( b) (u) = (w  0 Rg) (b )Rg, u = lba� Rg,u = lba� Rg, lb 'WU. 
Notice that Rg 0 lb = l bg 0 Lg- l  0 Rg , where the Rg on the right side is right 
translation by 9 in G, so that lb�1 0 Rg 0 lb = Lg- l  0 Rg is conjugation by g- l . 
The derivative of the latter at e is Adg- l , which establishes (2) . 

For the converse, ( 1 )  implies that TP = ker w EEl ker 7r" whereas (2) ensures 
that Rg, ker w C ker w (and hence Rg, ker w = ker w) for all 9 E G. Thus, ker w 
is a connection. D 

Just as in Section 3, the assignment (X, Y) f---+ [X, y]V is tensorial for hor­
izontal vector fields X , Y on P. The following definition should be compared 
with Theorem 3 . 2 .  

DEFINITION 5 . 3 .  The curvature form � of  a connection 7t i s  the g-valued 
2-form on P defined by 

� (b) (x , y) = -w [X, y]V (b) ,  b E P, x ,  Y E np, 

where X, Y are horizontal vector fields on P with X(b) = x, Y(b) = y. 

Here again, � i s  actually a form on P with values in  the trivial bundle 
TJ : P X 9 ----+ P, and we identify a E A( P, TJ) with 7r2 oa : XP x ·  . .  x XP ----+ g, where 
7r2 : P x 9 ----+ 9 is projection. In what follows, we consider the trivial connection 
on TJ; for example , any a E Ao (P, TJ) can be written as 7r2 0 a = L: rXi with 
r E :F P and Xi E g. The exterior covariant derivative operator is then given 
by da(x) = L: x(r)Xi . 

THEOREM 5 . 1  (Caitan's Structure Equation) . If w and � denote the con­
nection and curvature forms respectively of a connection on a principal G-bundle 
P ----+ lV!, then 

� = dw + [w , w] .  

PROOF.  Consider X , � E _XlV! with basic lifts X , Y ,  and U ,  V E 9 with 
fundamental vector fields U, V. Since both sides of the above equation are 
tensorial, it suffices to check its validity for various combinations of the above 
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fields, keeping in mind that (a)  wU and wV are the constant functions U,  
V E Ao (P, 1]) , and (b )  wX = wf' = O . Now, 

dw (U,  V) + [wU ,  wV] = U(wV) - V(wU) - w [U ,  V] + [wU ,  wV] 

= -w[u,v] + [U, V] = 0 = �(U,  V) , 

whereas 

dw(U , X) + [wU ,  wX] = -X(wU) - w [U ,  X] = 0 = �(U , X) 

since [U ,  X] = 0 by Proposition 5 . 1 .  Finally, 

dw(X , Y) + [wX , wY] = -w [X , Y] = �(X, Y) . 
D 

THEOREM 5 . 2  (Bianchi 's Identity) . If � denotes the curvature form of a 
connection 11 on a principal bundle P ---+ AI, then d� I '}{ = O .  

PROOF.  Since the connection on  1] i s  the trivial one, differentiating the 
structure equation yields d� = d [w , w] .  But w vanishes on 11, and therefore so 
does d [w , w] .  D 

Consider a rank n vector bundle � : E ---+ lVI with covariant derivative \7 
and curvature tensor R, and its frame bundle FT(�) = 7r : P ---+ lVI together with 
the associated connection form w and curvature form �. '''Te wish to describe 
the relationship between \7 and w, and between R and � .  

Consider a curve c : I ---+ lVI, 0 E I , and a section "/ = (Xl , . . .  , Xn) of 
FT(�) along c. If p : P X ]Rn ---+ E = P X CL(n) ]Rn denotes the projection, then 
for any a = (al , " "  an ) E ]Rn , X := b, a] = ph, a) is a section of � along c. 
Conversely, given a section X along c, there exists a section "/ of Fr(�) along 
c and a E ]Rn such that X = b, a] . Let E = (El , . . .  , En) denote the parallel 
section of FT(�) along c with E (O ) = ,,/(0) , and 9 the curve 9 : I ---+ GL(n) 
satisfying "/ = Eg, so that X = Lj ajXj = Li,j ajgijEi . We have 

i ,j 
For simplicity of notation, identify the tangent space of G L( n) at g(O) = In with 
the space lVIn,n of n x n matrices via Je-I , and write \7D (O)X = b(O) , g (O )a] . 
Now, "/ = Eg = I1(E , g) , where 11 : P X G ---+ P denotes the action of G on P. 
Thus, 

1'(0) = 11* (E (O) , g (O) ) = 11* ( E(O) , 0) + 11* (0 ,  g(O) ) = Rg (O) * E (O) + IE(o) * g (O) 
= E(O) + IE (o) * g (O) , 

and applying w to both sides, we obtain w1'(O) = g (O) . Substituting in ( 5 . 1 )  
then yields \7 DX (O) = ph(O) , w(1' (O) ) a) .  We therefore have the following: 

PROPOSITION 5 . 3 .  Let "/ be a section of Fr(�) along a curve c. Then for 
a E ]Rn , \7D b, a] = [,,/ , (w1')a] . 

PROPOSITION 5 . 4 .  Given b E  P, and x ,  y E TbP, the matrix of R(7r*x ,  7r*y) E 
O (E7C(b) ) with respect to the basis b is � (b) (x , y) . 
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PROOF.  It must be shown that R(7r*x , 7r*y) [b ,  u] = [b , � ( b) (x , y)u] for u E 

]Rn . Both sides of the equation vanish if x or y are vertical, so we may assume 
the vectors are horizontal. Extending 7r*X and 7r*y locally to vector fields on 
M, denote by X, Y (respectively X, Y) their horizontal lifts to E (respectively 
P) . Let z := p(b ,  u) = [b , u] . The map Pu : P -+ E, Pu (p) = p(p, u) ,  is a section 
of � along 7r : P -+ lV!. Since horizontal lifts are unique, X, Y are pu-related to 
X, Y. Now, by Theorem 3 . 2 ,  R(7r*x , 7r*y)z = -"'[X, Y] (z) .  Thus, 

R(7r*x , 7r*y)z = -"'[X, Y] 0 Pu (b) = -"'Pu* [X , Y] (b) = -\7[x ,f'] (b) PU ' 
where \7 is the covariant derivative operator along 7r. If c is a curve in P with 
C(O) = [X , Y] (b) , then by Proposition 5 . 3 ,  

\7[X ,Y] (b) PU = \7c(O) Pu = \7D(O) (Pu 0 c) = [ b ,  (wc(O) )u] = [ b ,  (w [X ,  Y] (b) )u] 
= - [b ,  � (b) (x , y)u] , 

thereby completing the argument . D 

EXERCISE 100 .  Use Theorem 5 . 2  to prove the Bianchi identity d'l R = 0 
for vector bundles . 

EXERCISE 1 0 1 . Show that a fundamental vector field U on P associated to 
- � 

U E g satisfies Rg* U = Adg- l  U 0 Rg for 9 E G. 

EXERCISE 102 .  Let H be a subgroup of G, and Q -+ lV! a principal H­
subbundle of a principal G-bundle P -+ lV!. Suppose that g admits a decompo­
sition g = � + 111 , where � is a subspace invariant under the adjoint action of H; 
i . e . , Adh 111 C 111 for all h E H. Denote by p : g -+ � the projection induced by 
this decomposition. Show that if H. is a connection on P -+ lV! with connection 
form w, then ker(� *pw) is a connection on Q -+ lV! (here � : Q '--l- P denotes 
incl usion) . 



CHAPTER 5 

Metric Structures 

1. Euclidean Bundles and Riemannian Manifolds 

A Euclidean bundle is a vector bundle together with a Euclidean metric g. 
Recall from Definition 4 . 2  in Chapter 2 that a Euclidean metric on the tangent 
bundle of a manifold is called a Riemannian metric. A Riemannian manifold 
is a differentiable manifold together with a Riemannian metric .  We will often 
write (u, v ) instead of g( u ,  v ) , and l u i for (u, u) I/ 2 . Maps that preserve metric 
stuctures are of fundamental importance in Riemannian geometry: 

DEFINITION 1 . 1 .  Let (�i ' ( , ) i ) ,  i = 1 , 2 , be Euclidean bundles over lVIi .  A 
map h : E(6 ) ----+ E(6 ) is said to be isometric if 

( 1 ) h maps each fiber 1f:i 1 (pd linearly into a fiber 1f2 1 (P2 ) ,  for Pi E Mi ; 
and 

(2) (hu ,  hV) 2 = (u, vh for u, v E 1f:i l (p) ,  P E MI ' 
Given Riemannian manifolds (lVIi , gi ) ,  a map f : lVIl ----+ lVI2 is said to be iso­
metric if f* : T lVIl ----+ T lVI2 is isometric .  An isometric diffeomorphism is called 
an isometry. 

EXAMPLES AND REMARKS 1 . 1 .  (i) A parallelization XI , . . .  , Xn of lVIn 
induces a Riemannian metric on lVI by defining (Xi , Xj ) = 6ij ' The canonical 
metric on ]Rn is the one induced by the parallelization D1 , . . .  , Dn . 

(ii) A left- invariont metric on a Lie group G is one induced by a paral­
lelization consisting of left-invariant vector fields; alternatively, it is a metric 
for which each left translation Lg : G ----+ G is an isometry. Such metrics are 
therefore in bijective correspondence with inner products on Ge . '''Then in ad­
dition, each right translation Rg : G ----+ G is an isometry, the metric is called 
bi-invariant. In general, bi-invariant metrics are in bijective correspondence 
with inner products on Ge � g which are Ad-invariant : If ( , ) is a left-invariant 
metric on G, then for X, Y E g ,  

Thus, a left-invariant metric on  G i s  right-invariant iff  the induced inner product 
on Ge is Ad-invariant . 

It follows for example that any compact Lie group admits a bi-invariant 
metric :  Fix an inner product ( , ) 0 on g, and define for X, Y E g ,  

(X, y) := [ f, f(g) := (Adg X, Adg Y) o · 

1 3 1 
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( , ) is clearly an inner product, and for a E G, 

(iii) A Riemannian metric on a homogeneous space JVI = G/ H is said to be 
G-invariant if 

ILg : lV! ----+ lV!, 
aH f--+ gaH 

is an isometry for every 9 E G. Notice that if 1': : G ----+ lV! is the projection, 
then ILg 0 1':  = 1': 0 Lg . If 9 = h E H, then ILh 0 1':  = 1': 0 ILh 0 Rh- l , so that 

( 1 . 1 ) 

This implies that the G-invariant metrics o n  lV! are in bijective correspondence 
with the inner products on g/� which are Adwinvariant (and in particular, 
any bi-invariant metric on G induces a G-invariant metric on lV!) : In fact , 
1':*e : g/� ----+ lV!p is an isomorphism (here P = 1': (e) ) , and for each h E H, 
Adh induces a map Adh g/� ----+ g/� ,  since Adh (� )  c � . Thus, by ( 1 . 1 ) ,  a 
G-invariant metric on lV! induces via 1': *e an AdH-invariant inner product on 
g/� . 

Conversely, any such inner product defines one on lV!p by requiring 1':* to 
be a linear isometry. By ( 1 . 1 ) ,  the latter is invariant under each IL'1*p , It may 
then be extended to all of lV! by setting (ILg*u , ILg*v) = (u , v ) . 

(iv) Although the group of diffeomorphisms of a manifold is not, in gen­
eral, a Lie group , Myers and Steenrod have shown that the isometry group of 
a Riemannian manifold with the compact-open topology admits a Lie group 
structure . 

(v) Let c :  [a ,  b] ----+ lV! be a differentiable curve on a Riemannian manifold 
M. Since the function l e i  [a ,  b] ----+ lR is continuous, we may define the length 
of c to be L(c) := I: 14 If f : M ----+ N is an isometry, then L(J 0 c) = L(c) . 

(vi) Suppose �i = 1':i : (Ei ' ( , ) i ) ----+ lV!i are Euclidean vector bundles, i = 
1 , 2 .  The product metric on 6 x 6 is defined by 

'''Then �i is the tangent bundle T lV!i of lVIi ,  it is called the Riemannian prod­
uct metric on lV!l X lV!2 (after identifying the tangent space of lV!l x lV!2 at 
(m1 , m2 ) with (lV!l )m, x (lV!2 )m2 via (Ph , P2* ) , where Pi lV!l x lV!2 ----+ lV!i IS 
the projection) . Similarly, the tensor product metric on 6 ® 6 is given by 

on decomposable elements . 
If lV! = lV!l = lV!2 ,  the Whitney sum metric on 6 EEl 6 is the Euclidean 

metric for which 1':2 : E(6 EEl 6)  ----+ E1 x E2 becomes isometric. 
(vii) Since a Euclidean metric is a nonsingular pairing of E = E(�) with 

itself (cf. Section 10 in Chapter 1 ) ,  there are induced equivalences 

b :  E ----+ E* , rt :  E* ----+ E, 
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where ub ( v) = (u ,  v) ,  and a� is the unique element of E satisfying (a� , v) = a( v) 
for all v E E. The Euclidean metric on the dual C is that metric for which the 
above musical equivalences become isometric. 

If �i are Euclidean vector bundles over lVI, the Euclidean metric on the 
bundle Hom(6 , 6) is the metric for which the equivalence �r ®6 � Hom(6 , 6 ) 
becomes isometric. 

(viii) The Euclidean metric on Ak (�) is the one given on decomposable 
elements by (U1 /\ " · /\ Uk , V1 /\ . . .  Vk )  = det ( (ui , Vj ) ) .  

EXERCISE 103 .  Show that f : ]Rn ----+ ]Rn is an isometry (with respect to 
the canonical metric) iff there exist some A E O(n) and b E ]Rn such that 
f (a) = Aa + b for all a E ]Rn . 

EXERCISE 104 .  The length function of a curve c : J = [a, b] ----+ lVI in a 
Riemannian manifold lVI is given by l e (t )  = L( cl la , tj ) ,  a ::; t ::;  b. If ¢ : I ----+ J is 
a differentiable monotone function onto J, the curve c o ¢ : I ----+ lVI is called a 
repammetrization of c. 

(a) Show that leo¢; = lc 0 ¢ if ¢' ?: 0, and leo¢; = L(c) - lc 0 ¢ if ¢' ::; O. In 
particular , the length of a curve is invariant under reparametrization. 

(b) Suppose that c is a regular curve; i . e . , c( t) Ie 0 for all t . Prove that c 
may be reparametrized by arc-length, meaning there exists a reparametrization 
c of c with l e (t )  = t - a .  

EXERCISE 105 .  Let �i be Euclidean vector bundles over lVI,  i = 1 , 2 ,  and 
suppose L E(6)p ----+ E(6,)p E Hom(6 , 6 ) · Show that I L I 2 = Li I Lvi 1 2 , 
where {Vi } denotes an orthonormal basis of E(6 )p · 

2 .  Riemannian Connections 

Recall from Examples and Remarks 2 . 1 (vi) in Chapter 4 that a connection 
on a Euclidean vector bundle (�, ( , ) ) is called Riemannian if the metric ( , ) is 
parallel; i . e . ,  if 
( 2 . 1 )  
for all u E T lVI, and X, Y E r� .  In  this section, we discuss further properties 
of Riemannian connections, and the extent to which these are preserved under 
isometric maps. 

LEMMA 2 . 1 .  Let \7 denote a Riemannian connection on � ,  f : N ----+ lVI, 
and X, Y sections of � along f. Then for u E Np , u (X, Y) = (\7uX, Y(p)) + 
(X (p) , \7 uY) . 

PROOF.  Let Ui be linearly independent sections of � on a neighborhood of 
f (p) . Then locally, X = L XiUi 0 f and Y = L yiUi 0 f for functions Xi , yi 
defined on a neighborhood of p. Thus, 

u (X, Y) = u (L XiUi 0 f, L yjuj 0 f) = u 2....= Xiyj (Ui , Uj ) 0 f 
t J t ,) 

= L u(Xiyj ) (Ui , Uj ) 0 f (p) + L(Xiyj ) (p)u( (Ui , Uj ) 0 f) · 
i ,j i ,j 
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The second summation may be rewritten as 

i ,j i ,j 

i ,j 
+ (Ui 0 J (p) ,  V' f. uUj ) ) 

= 'L/Xiyj ) (p) ( (V' u (Ui 0 J) ,  Uj 0 J (p)) 
i ,j 

On the other hand, 

(V'uX, Y(p) ) + (X(p) , V'UY) = \V'U (2: XiUi O J) , 2: yj (p)Uj O J (p) ) 

+ \2: Xi (p)Ui 0 J(p) ,  V'u (2: yjUj 0 J) ) 

= 2:(UXi )yj (p) (Ui , Uj ) 0 J (p) 
i ,j 

+ (Xiyj ) (p) (V'u (Ui 0 J) ,  Uj 0 J (p)) 
+ Xi (p) (Uyj ) (Ui , Uj ) 0 J (p) 
+ Xiyj (p) (Ui 0 J (p) , V' u (Uj 0 J) ) , 

and therefore equals the expression for u (X, Y) . D 

THEOREM 2 . 1 .  A connection V' on a Euclidean vector bundle � : E ----+ JVI 

is Riemannian iff Jor any curve c in lV! and parallel sections X, Y oj � along 
c, the Junction (X, Y) is constant. 

PROOF.  If the connection is Riemannian and X, Y are parallel along c, 
then by Lemma 2 . 1 ,  

D(X, Y )  = (V'DX, Y )  + (X, V'DY) = O .  
Conversely, suppose u E T lV!,  X, Y E r � .  Consider a curve c : I ----+ lV! 
with c(O) = p , c(O) = u , and let U1 , . . .  , Uk denote parallel sections of � along 
c such that U1 (t) , . . .  , Uk (t) is an orthonormal basis of Ec(t) for t E l . If 
Xi := (X o c, Ui ) , yj := (Y o c, Uj ) , then 

(V' uX, Y(p)) = (V' c(O)X, Y(p)) = (V'D(olX 0 c) , Y(p)) 

= (2: Xi , (O)Ui (O) , 2: yj (O) Uj (O) ) = 2: Xi '(O)yi (O) . 
� J � 

Similarly, (X(p) , V'uY) = I:i Xi (O) yi ' (O) .  Thus, 

u (X, Y) = ( (X, Y) 0 c) ' (O) = 2:(.Xiyi ) ' (O) = (V'uX, Y(p)) + (X (p) ,  V'uY) , 
and the connection is Riemannian. D 

In particular, the holonomy group of a Riemannian connection is a subgroup 
of the orthogonal group . 
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PROPOSITION 2 . 1 .  Any Euclidean vector bundle admits a Riemannian con­
nection. 

PROOF.  Any trivial Euclidean bundle � admits a Riemannian connection: 
If Xl , . . .  , Xk is an orthonormal parallelization of � and u E E(�) , define a 
section Xu := 2:: (u , Xi (7r(U) ) )Xi of � ,  and set Hu := X:;lVI7r(u) . Then a section 
of � will be parallel iff it is a constant linear combination of Xl , . . .  , Xb so that 
H is Riemannian. 

In the general case, recall that in the proof of Theorem 1 . 1  in Chapter 
4, we constructed a connection on an arbitrary bundle � by piecing together 
connections HOI on � I U a ' where {U OI } is a locally finite cover of the base such 
that � l Ua is trivial. '''Te claim that when each HOI is Riemannian, then the 
resulting connection H on � also has that property: In fact , if \7 is the covariant 
derivative operator of H, then by Examples and Remarks 2 . 1  in Chapter 4 ,  
\7 = 2::01 ¢OI \7

01 , where {¢OI } is a partition of unity subordinate to the cover, 
and \701 is the covariant derivative of HOI extended to be zero outside U 01 '  To see 
this, write UOi for the HOI-component of u E T E and uh for its H-component . 
Then 

X.u = Jx \7�X + (X.U )OI 
for any ex with 7r(x) E UOI ' Thus, 

X.u = L ¢o :(7r (x) )X.u = L ¢Oi (7r (x) )  (Jx \7�X + (X.U)Oi ) 

But X.u also equals Jx\7uX + (X.u)h , and the claim follows. Since each \701 
is Riemannian, so is \7. D 

PROPOSITION 2 . 2 .  If R denotes the curvature tensor of a Riemannian con­
nection \7 on � ,  then 

(R(U, V)X , Y) = - (R(U, V)Y, X) , U, V E XlVI, X, Y E r( 

PROOF.  Given u , v E j'VIp ,  R( u, v) belongs to the Lie algebra of the ho­
lonomy group at p by Proposition 3 . 2  in Chapter 4. Since the connection is 
Riemannian, the holonomy group is a subgroup of the orthogonal group O( Ep ) ,  
so that R( u , v ) i s  a skew-adjoint transformation o f  Ep . D 

The torsion tensor field T of a connection \7 on a manifold j'VI (i . e . ,  on the 
tangent bundle of lVI) is defined by 

T(U, V) = \7u V - \7vU - [U, V] , U, V E XlVI. 
It is straightforward to check that T is indeed a tensor field on lVI; when it 
vanishes identically, the connection is said to be torsion-free. 

THEOREM 2 . 2  (The Fundamental Theorem of Riemannian Geometry) . A 
Riemannian manifold (lVI, ( , ) ) admits a unique Riemannian connection that is 
tor sian-free. 

This connection is called the Levi-Civita connection of lVI. 
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PROOF.  '''Te first establish uniqueness. Given X, Y , Z E 1:1\.1, the Rie­
mannian and torsion-free properties of \7 imply that 

(\7x Y, Z) = X (Y, Z) - (Y, \7 xZ) = X (Y, Z) - (Y, \7zX + [X, Zl ) 
= X (Y, Z) - Z(X, Y) + (\7 z Y, X) + (Y, [Z, Xl ) 
= X (Y, Z ) - Z(X, Y ) + (\7yZ + [Z, Y] ,  X) + (Y, [Z, Xl ) 
= X (Y, Z ) - Z(X, Y) + Y(Z, X) - (Z, \7y X) - (X, [Y, Zl ) 

+ ( [Z, X] , Y) 
= X (Y, Z) - Z(X, Y) + Y(Z, X) - (Z, \7 X Y - [X, Yl ) - (X, [Y, Z]) 

+ ( [Z, X] ,  Y) .  

Grouping the \7-terms, we obtain 

(2 .2) (\7xY, Z) = � {X (Y, Z) + Y(Z, X) - Z(X, Y) 

+ (Z, [X, Yl ) + (Y, [Z, Xl ) - (X, [Y, Zl ) } , 

which establishes uniqueness . 
In order to show existence, define for fixed X, Y E 1:1\.1 a map a : 1:1\.1 ----+ 

F(M) , where a(Z) equals the right side of (2 .2 ) . Clearly, a(Zl + Z2 ) = a(Zd + 
a(Z2 ) ' Furthermore , given J E F(M) , 

a(JZ) = � {X (Y, JZ) + Y(jZ, X) - JZ (X, Y) 

+ (jZ, [X, Yl ) + (Y, [JZ, Xl ) - (X, [Y, JZl ) }  

= J a(Z) + � { (XJ) (Y, Z ) + ( Y  J) (Z, X ) - (X J) (Y, Z) - ( Y  J) (X, Z) }  

= Ja(Z) .  

Thus, a is a I-form on 1\.1 ,  and we may define \7xY : =  aP ; i . e . , \7xY is the 
unique vector field on 1\.1 such that (\7 x Y, Z) = a( Z) for Z E 1:M. The 
operator 

\7 : 1:M X 1:M ----+ 1:M 

satisfies the axioms ( 1 )  through (3) for a covariant derivative operator (Chapter 
4, Theorem 2 . 1 ) :  Axioms ( 1 )  and (2) are immediate. For (3) , 

2 (\7x JY, Z) = X (jY, Z) + JY (Z, X) - Z (X, JY) + (Z, [X, JYl ) 
+ (jY, [Z, Xl ) - (X, [JY, Zl ) 

= 2 (j\7xY, Z) + (XJ) (Y, Z) - (ZJ) (X, Y) + (XJ) (Z, Y) 

+ (ZJ) (X, Y) 
= 2 (j\7xY + (XJ)Y, Z) , 

so that \7x JY = J\7x Y + (X J)Y. Furthermore, \7 is Riemannian, as can be 
seen by writing out (2 .2) for (\7 x Y, Z) and adding this to the corresponding 
expression for (\7 x Z, Y) .  The torsion-free property is verified in the same 
� D 
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PROPOSITION 2 . 3 .  Let lVI be a Riemannian manifold with Levi-Civita con­
nection \7. If f : N ----+ lVI and U, V, vV E XN, then 

1 
(\7uf* V, f* W) = 2 {U (J* V, f* W) + V(J* W, f* U) - W(J* U, f* V) 

+ (J* W, f* [U, VJ ) + (J* V, f* [W, UJ ) - (J* u, f* [V, W]) } . 

PROOF.  By  Lemma 2 . 1 ,  
U (J* V, f* W )  = (\7uf* V, f* W )  + (J* V, \7uf* W) . 

The result then follows from the proof of the uniqueness part in Theorem 2 . 2 ,  
once we establish that 

\7 u f* V - \7 v f* U = f* [U, V] . 
Equivalently, T(J* U, f* V) = \7u f* V - \7v f* U - f* [U, V] . Now, in a chart x of 
M, f* U may be locally written as L: U(xi 0 J) a�i 0 f. Since T is tensorial, we 
may assume_ that there exist vector fields V, V on AI such that f*U = V 0 f 
and f* V = V 0 f. Then 

\7u f* V - \7v f* U = \7u(V 0 J) - \7v (U 0 f) = \7 f. UV - \7 f. VU 
= (\70V - \7vU) 0 f = [U , V] 0 f = f* [U, V] . 

D 

Let (lVI, g) be a Riemannian manifold, � : N ----+ lV! an immersion. Then �* g 
is the Riemannian metric on N for which � becomes isometric. If X is a vector 
field along �, define a I-form ax on N by 

U E XN. 
In other words, ax = �* X b . The tangential component of X with respect to � 
is the vector field XT along � given by 

XT . _ "  n,� 
.

- ' * �x ' 
where P denotes the musical isomorphism with respect to � * g. Thus, (XT , �* U) = 
(X, �* U) for all U E XN. The orthogonal component of X with respect to � is 
X � := X - XT .  It is easy to see that T , � are tensorial. In fact , the restriction 
T : lV!t(p) ----+ �*Np is just the orthogonal projection onto �*Np . 

A key property of Riemannian connections is that they are preserved under 
isometric maps: 

PROPOSITION 2 . 4 .  Let � : N ----+ lV! be an isometric immersion between 
Riemannian manifolds. If "'N , "'111 denote the connection maps of TN, T1V!, 
and \7N , \7111 are the respective Levi-Civita connections, then 

( 1 )  �* "'NW = ("'1I1�* *w)T for w E  TTN. If in addition dim N = dim M, 
then "'111 0 � * *  = � * 0 "'N; i. e . ,  the diagram 

TTN ----=.:........ TTM 

TN � TM 

commutes. 
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(2) If f : P ----+ iV, then for U E XP and any vector field X along f, 
�:vtJ X = C\ltJ �.X) T , 

and �. \lffX = \lif�.x when the dimensions of lV! and iV coincide. 
PROOF.  Let X, Y, Z E XiV . By Theorem 2 . 2  and Proposition 2 . 3 ,  

(\l1!� .Y, �.Z) = (\l�Y, Z ) 
because � i s  isometric .  Furthermore , (\l�Y, Z) = (� *\l�Y, �*Z) ,  and therefore 
(\l1!�.y)T = �.\l�Y. This proves (2) for the case P = iV, f = IN ' It 
also implies that (I\:M�* *Y.X (p) )T = �. I\:NY.X(p) for p E iV. Since the set 
{Y. v l Y E  XiV, v E Mp} spans (T iV)y(p) , ( 1 )  holds . (2) then follows from the 
definition of the connection map 1\: .  D 

'''Then lV! and iV have the same dimension, Proposition 2 .4 implies that 
an isometric map preserves parallel fields (and therefore geodesics) as well as 
curvature: 

THEOREM 2 . 3 .  Let f : iV ----+ lV! be an isometric map between Riemannian 
manifolds of the same dimension. 

( 1 ) If X is a parallel vector field along a curve c : I ----+ iV, then f.X is 
parallel along f o e :  I ----+ M. 

(2) expj\1 0f* = f 0 eXPN ' 
(3) f.RN (x, y)z = RM (J.x , f.y)f. z , x, y, z E iVp , p E iV. 

PROOF.  ( 1 ) By Proposition 2 .4(2) , 'V� f.X = f. 'V�X = O . 
(2) Taking X = c in (I ) ,  we see that f maps geodesics of N to geodesics 

of M. If v E T  iV and c( t) = exp N( tv ) ,  then f o e is the geodesic of M with 
initial tangent vector f. v .  Thus, f (expN(tv) )  = eXPM (tf.v ) .  (3) follows from 
Proposition 2 . 4 (2) and Cat·tan's Structure Equation 3 . 1  in Chapter 4 .  D 

EXAMPLES AND REMARKS 2 . 1 .  (i) The Levi-Civita connection of the canon­
ical metric on ]Rn is the standard flat connection by (2 . 2) . 

(ii) Let (M, g) be a Riemannian manifold. A submanifold iV of M is said 
to be a Riemannian submanifold of lV! if it is endowed with the metric �. g, 
where � : iV '--l- lV! denotes inclusion. The Levi-Civita connection of 5'> , as a 
Riemannian submanifold of Euclidean space, is the canonical connection from 
Examples and remarks 1. 1 (iii) in Chapter 4. 

(iii) Let G be a Lie group . The Levi-Civita connection of a left-invariant 
metric on G is given by 

1 (2 . 3) ('VxY, Z) = 2 { ( [X, Y] , Z) - ( [Y, Zl ,  X) + ( [Z, X] , Y) } , X, Y, Z E g . 

This follows immediately from (2 . 2) . Suppose that the metric is actually bi­
invariant . We claim that the flow <Pt of any left-invariant X E g consists of 
isometries of lV!: If c is the integral curve of X with c(O) = e, then the integral 
curve passing through a E G at t = 0 is t >--+ ac(t) because X is left-invariant . 
Thus, <Pt (a) = ac(t) = Rc (t) a ,  and each <Pt is an isometry. By Exercise Ill, the 
assignment Y >--+ 'Vy X is then skew-adjoint for Y E g. Consequently, 

1 ( [X, Y] , y) = ('V X Y, Y) - ('Vy X, Y) = 2X (Y, Y) = 0 ,  
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and ( [ " . J , . ) is skew-adjoint in all three arguments .  The last two terms on the 
right side of (2 .3) then cancel, and 

V'xY = � [X, YJ ,  X , Y E g .  

The curvature tensor i s  therefore given by 

(2 .4) 
1 

R(X, Y)Z = - 4 [[X, Y] , z] , X , Y, Z  E g .  

Notice also that V' x X = 0 for any X E g ;  i . e . , the integral curves of 
left-invariant vector fields are the geodesics of G, just as in the case of the 
left-invariant connection from Examples and Remarks 4 . 1 (iii) in Chapter 4 .  

(iv) If iVln i s  an oriented Riemannian manifold, the volume form of  lV! is the 
n-form w such that w( VI , . . .  , Vn) = 1 for any positively oriented orthonormal 
basis VI , . . .  , Vn of lV!p ,  p E lV!, cf. Proposition 1 5 . 1  in Chapter 1 .  When M is 
compact, it is customary to define the integral of a function f on lV! by 

Suppose X is a vector field on M. The Lie derivative Lxw of w in direction X 
(see Exercise 33) is then again an n-form, and may therefore be expressed as 
f w for some function f on lV!.  This function is called the divergence div X of 
X. In other words, the divergence of X is determined by the equation 

(2 .5) (div X)w = Lxw . 

Thus, the divergence is an infinitesimal measure of the amount by which the 
flow of a vector field fails to preserve volume. It is locally given by 

n 
(2 .6 ) (div X )p = L(V'ViX, Vi ) , 

i= 1  

where {vd i s  an  orthonormal basis o f  Mp , p E M: To see this, extend the 
set {vd to a local orthonormal basis {Vi}  of vector fields around p. Since 
w(h , . . .  , Vn) is constant , 

n 
(LXW) (P) (Vl , . . .  , vn ) = Xpw (V1 , . . .  , \1,, ) - L W(Vl , " "  [X , Vijp , " "  vn) 

i=1  

which establishes (2 .6 ) . Notice that by Exercise 34, the n-form 

(2 .7) Lxw = i (X ) 0 dw + d 0 i (X)w = d o i (X)w 
i s  exact, since w i s  closed. Suppose next that lV! is compact with boundary 
aM, so that the volume form Wi of the latter is given by Wi = i (N )w, where 
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N is the outward-pointing unit normal field on 8AI. Then i (X)w = (X, N iw ' , 
and Stokes' theorem together with (2 .7) yields 

(2 .8) r div X = r (X, N i . 
JM JaM 

(2 .8 ) is known as the divergence theorem. 

EXERCISE 106 .  Given a Riemannian connection on �, there is an induced 
connection on C (by Examples and Remarks 2 . 1 (v) in Chapter 4) . Show that 
the latter is Riemannian with respect to the Euclidean metric on C defined in 
Examples and Remarks 1 . 1 (vii) . 

EXERCISE 107 .  Let (lVIi , gi ) be Riemannian manifolds, i = 1 , 2 ,  and con­
sider lVI := lVI1 x lVI2 with the Riemannian product metric from Examples and 
Remarks 1 . 1 (vi) . Show that the curvature tensor R of lVI is related to the 
curvatures Ri of Mi by the formula 

R(X, Y)Z = (R1 (7rhX, 7rh Y)7rhZ, R2 (7r2 *X, 7r2* Y)7r2 *Z) , 
where 7ri : lVI ----+ lVIi denotes projection. Here , we identify lVI(Pl ,P2 l  with lVIpl x 

lVIp2 via (7rh ' 7r2* ) . 
EXERCISE 108 .  Let lVIn be a Riemannian manifold. The gradient \71 of 

I E FM is the vector field dIP ;  i . e . ,  (\71, xi = X(J) for X E XM. 
(a) Let a E lR be a regular value of I, so that N := I-

1 (a) is an (n - 1 ) ­
dimensional submanifold of  lVI. Show that for any P E N, �* Np = \7 I(p)L , 
where � : N ----+ lVI denotes inclusion. Thus, (\7 J) I N  is a nowhere-zero section 
spanning the normal bundle of � .  

(b)  Given p E M with \7 I(p) # 0 ,  show that (\71/ 1\7 I I ) (p) and - (\71/ 1\7 I I ) (p) 
represent the directions of "maximal increase" and "maximal decrease" of I at 
p: For any v E lVIp of unit length, 

\71 \71 -
1\7 I I 

(p) (J) � v
I 

� 1 \71 1 
(p) (J) . 

EXERCISE 109 .  The Hessian tensor of a function I : lVI ----+ lR on a Rie­
mannian manifold lVI is the tensor field of type ( 1 , 1 )  given by 

X E XM. 

The associated quadratic form 
hf CX, Y) = (\7x\7I, Yi , X, Y E XlVI , 

is called the Hessian form of f . 
(a) Prove that Hf i s  a self-adjoint operator, s o  that the Hessian form is 

symmetric. 
(b) Show that, at a critical point p of I, h f CX, Y) (p) = X (p)Y f = Y(p)X I· 
(c) Suppose that the Hessian form is positive definite at a critical point p 

of J. Prove that f has a local minimum at p. 
EXERCISE 1 1 0 .  The Laplacian of a function f on a Riemannian manifold 

lVI is the function 
6.f = div \71· 
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Prove that if lVI is compact, oriented, without boundary, then 

r 6.J = O .  )M 

14 1 

EXERCISE 1 1 1 .  If T is a tensor field of type (0 ,  r) on lVI and X E XM, 
the Lie derivative of T in direction X is the tensor field LxT of the same type 
given by 

1 LxT(p) = lim - [ (<p;X) (p) - X (p) ] , t->D t p E M, 

where <Pt denotes the flow of X. Just as in the case of an 1'-form on lVI, it is 
not difficult to show that 

r 
LxT(X1 , · · ·  , Xr ) = X(T(X1 , · · ·  , Xr ) )  - L T(X1 , . . .  , LXXi " " , Xr ) , 

i=l  
cf. Exercise 33 in Chapter 1 .  A vector field X on a Riemannian manifold (lVI, g) 
is said to be a Killing field if its flow consists of isometries of lVI. 

(a) Show that X is Killing iff Lxg = O .  
(b) Show that X i s  Killing iff  \7X i s  skew-symmetric; i . e . , (\7uX, U) = 0 

for U E XM. 
(c) Prove that a Killing field is divergence-free. Give an example that shows 

the converse is not true. 

3. Curvature Quantifiers 

'''Te have seen that the Levi-Civita connection of a Riemannian manifold 
is the unique torsion-free connection for which the metric is parallel. This 
translates into additional properties for its curvature tensor, properties which 
allow us to introduce other types of curvature commonly used in Riemannian 
geometry. 

PROPOSITION 3 . 1 .  Let R denote the curvature tensor oj a Riemannian 
maniJold lVI. The Jollowing identities hold Jor any vector fields X, Y, Z, U on 
M: 

(1) R(X, Y)Z = -R(Y, X)Z. 
(2) (R(X, Y)Z, U) = - (R(X, Y)U, Z) . 
(3) R(X, Y)Z + R(Y, Z)X + R(Z, X)Y = O .  
(4 )  (R(X, Y)Z, U) = (R(Z, U)X, Y) . 

PROOF.  Statement ( 1 )  is true for any connection and follows from the def­
inition of R, whereas (2) holds for Riemannian connections and is the content 
of Proposition 2 . 2 .  Statement (3) is a consequence of the fact that the Levi­
connection is torsion-free: We may assume that the vector fields involved have 
vanishing Lie brackets, since it is enough to show the property for , say, coordi­
nate vector fields. Then 

R(X, Y)Z = \7x\7yZ - \7y\7xZ, 
R(Y, Z)X = \7y\7zX - \7z\7yX = \7y\7xZ - \7z\7yX, 
R(Z, X)Y = \7z\7xY - \7x\7zY = \7z\7yX - \7x\7yZ, 
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and adding all three identities yields (3) . Finally, (4) is an algebraic consequence 
of (1 )-(3) : 

2 (R(X, Y)Z, U) = (R(X, Y)Z, U) + (R(X, Y)Z, U) 
= - (R(Y, X)Z, U) - (R(X, Y) U, Z) by ( 1 )  and (2) 
= (R(X, Z)Y, U) + (R(Z, Y)X, U) 

+ (R(Y, U)X, Z) + (R(U, X)Y, Z) by (3) 
= (R(Z, X)U, Y) + (R(Y, Z) U, X) 

+ (R(U, Y)Z, X) + (R(X, U)Z, Y) by ( 1 )  and (2) 
= (R(Z, X)U, Y) + (R(X, U)Z, Y) 

+ (R(U, Y)Z, X) + (R(Y, Z)U, X) rearranging terms 
= - (R(U, Z)X, Y) - (R(Z, U)Y, X) by (3) 
= (R(Z, U)X, Y) + (R(Z, U)X, Y) by (1) and (2) 
= 2 (R(Z, U)X, Y) .  

D 

Notice that for x, y E lVIp ,  R(x, y) is a linear transformation R(x, y) : Mp ----+ 
lVIp . Thus , for vector fields X ,  Y on M, R(X, Y) is a section of the bundle 
End(M) = Hom(T M, T M) . By (2) , it is actually a section of the bundle o (M) = 
{L E End(M) I L + Lt = O} of skew-adjoint endomorphisms. The latter bundle 
is in turn equivalent to A2 (M) via L : A2 (M) ----+ o (M) , where 

( 3 . 1  ) L (x 1\ y)z :=  (y , z) x - (x ,  z) y ; 

skew-symmetry of L( x 1\ y) follows from 

(L (x 1\ y) z , u) = (y , z) (x , u) - (x , z ) (y , u) = (x l\ y , u l\ z) , 

cf. Examples and Remarks 1 . 1 (viii) . Since L is one-to-one on each fiber, it is 
an equivalence by dimension considerations . But R is also bilinear and skew­
symmetric in its first two arguments ,  so that for each p E M, R may be viewed 
as a linear map p : A2 (Mp) ----+ J\ dMp) .  By (4) , p is symmetric. 

DEFINITION 3 . 1 .  The curvature operator p of a Riemannian manifold M is 
the self-adjoint section of End(A2M) given by 

(p(X l\ y) , z l\ u) = (R(x, y)u, z) 

on decomposable elements . 

Let k denote the quadratic form 

k (x 1\ y) = (p(x 1\ y) , x 1\ y) 

associated to p. If P is a 2-plane in some tangent space, then A2P is one­
dimensional, and contains exactly 2 unit vectors: they can be written as ±x 1\ 
y/ l x 1\ y l ,  where x and y are linearly independent in P. Since k (a) = k( -a) 
for a E A2P ,  we may associate to each 2-plane P C Mp a unique number k (a) , 
where a is a unit bivector in A2P .  
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DEFINITION 3 . 2 .  The sectional curvature of the plane spanned by x, y E NIp 
IS 

K .
_ k ( x 1\ Y ) 

_ 
(R(x, y)y , x) 

X , Y  .- Ix 1\ y l  - Ix l 2 1Y l 2 - (x, y) 2 . 

There are two additional types of curvature commonly used in Riemannian 
geometry: The Ricci tensor is the tensor field of type (0 ,2) given by 

Ric (x , y) := tr (u f---+ R(u , x)y) .  
It is symmetric, since in an orthonormal basis {ud of jVfp ,  ( 1 ) ,  (2) , and (4) 
imply 

= Ric (y , x) . 
If x # 0, the Ricci curvature in direction x is 

The scalar curvature s (p) at p E jVf is the trace of the Ricci tensor : 

s (p) := I: Ric (ui ) = 2I: Kui ,uJ • 
i<j 

Both Ricci and scalar curvatures are averages, and the curvature tensor R 
cannot be reconstructed from them. R can, however , be recovered from the 
sectional curvature: 

1 (R(x, y) z , u) = 6 {k(x + u, y + z) - k(y + u, x + z) - k(x + u, y) - k (x + u, z) 
- k(  x, y + z) - k(  u, y + z) + k (y + u, x) + k (y + u, z ) 
+ k(y , x + z) + k(u ,  x + z) + k(x ,  z) - k(y , z) + k (u ,  y) 
- k (u, x) } ,  

where we have replaced k (x 1\ y) by k (  x ,  y) , etc .  This formula i s  readily verified 
by expanding the right side and using ( 1 )  through (4) . It implies in particular 
that R = ° whenever k = 0 .  

jVf i s  said to  be a space of constant curvature f>, E ]R i f  K == f>, .  More 
generally, suppose there exists a function K : jVf ---+ ]R such that Kp = K(p) for 
every plane P C Mp , p E M . Then k (X, Y) = K IX 1\ Y I 2 = (p (X 1\ Y) , X 1\ Y) ; 
i . e . , p = KIA2 )"" . This in turn implies 

(R(X, Y)Z, U) = (p(X 1\ Y) , U 1\ Z) = K(X 1\ Y, U 1\ Z) = K(L (X 1\ Y)Z, U) ,  

so that 

(3 .2) R(X, Y)Z = K · L (X 1\ Y)Z = K( (Y, Z)X - (X, Z)Y) .  
]R2 with the standard metric has constant curvature 0, and by Examples and 
Remarks 3 . I (ii) in Chapter 4, 52 has constant curvature 1 .  In order to describe 
a 2-dimensional space of constant curvature - 1 ,  we will need the following 
concept: Two Riemannian metrics 9 and 9 on jVf are said to be conformally 
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equivalent if there exists a positive function I such that 9 = I g. If h = log I ,  
then by  (2 .2) , the respective Levi-Civita connections are related by 

�x Y = \7x Y + � (X(h)Y + Y(h)X - (X, Y)\7h) , 

where \7 h is the gradient of h in the metric g .  A straightforward computation 
shows that the curvature tensors are related by 

� 1 R(X, Y)Z = R(X, Y)Z + 2 { (\7x\7h, Z)Y  - (\7y\7h, Z)X + (X, Z)\7y\7h 

- (Y, Z)\7x\7h} + � { ( (Yh) (Zh) - (Y, Z) I\7h I 2 )X - ( (Xh) (Zh) 

- (X, Z) I\7h I 2 )y + ( (Xh) (Y, Z) - (Yh) (X, Z) )\7h} . 
Thus, if x ,  y form an orthonormal basis ( in the metric g) of a plane P,  then the 
sectional curvatures of P satisfy 

and 

(3 .3) 

when dim lV! = 2 .  
Now, let M = {p E jR2 I u2 (p) > o} denote the upper half-plane, 9 the 

standard Euclidean metric ,  and 9 = ( 1 / (u2 ) 2 )g .  By (3 .3) , (M, g) has constant 
sectional curvature -1 . 

EXERCISE 1 1 2 . Use (3 . 3) to construct a 2-dimensional space of constant 
curvature fi" where fi, is an arbitrary real number. 

EXERCISE 1 13 .  Let G be a Lie group with bi-invariant metric. Prove that 
for X, Y E g ,  

(R(X, Y)Y, X) = � l lX, yW . 4 
Thus, a Lie group with bi-invariant metric has nonnegative sectional curvature. 

EXERCISE 1 14 . Let lV!l , lV!2 be Riemannian manifolds, and M = Ml X lV!2 
together with the product metric. Show that if lV!i has nonnegative (resp. non­
positive) sectional curvature, i = 1 , 2 ,  then so does lV!. If lV!i has strictly 
positive or strictly negative curvature, is the same true for lV!? 

EXERCISE 1 15 . Let F : jR" ---+ 5" C jR,,+l denote the inverse of the stereo­
graphic projection from the north pole, 

1 2 F(p) = 1 + Ip l 2 (
2p, Ip l - 1 ) .  

(a) Compute F*Di , and show that (F*Di , F*Dj ) = I6ij , where I (p) = 
4/ ( 1 + I p I 2 ) 2 . Thus, if we endow jR" with the conformal metric 1 ( , ) (where ( , ) 
is the standard one) , then F : jR" ---+ 5" is isometric .  

(b) Show that 5" has constant curvature 1 . 
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4. Isometric Immersions 

A large class of Riemannian manifolds consists of the submanifolds of Eu­
clidean space together with the metric induced from the Euclidean one. In this 
section, we will investigate the secti9nal curvature of these spaces. Somewhat 
more generally, suppose � : lV! ---+ lV! is an isometric immersion between Rie­
mannian manifolds lV! and il[. If r2 denotes the space of vector fields along � 
and rf- the subspace consisting of those N E r2 such that NT = 0, then rf- is 
naturally identified with the space rv of sections of the normal bundle v of � . 

Recall from Section 2 that for each X E r2 ,  we have an associated I-form 
ax := �* Xb . Define a vector field � * X on lV! by 

�*X := a� . 

Thus, � * (�* X) = XT , and for Y E XlV!, 

Given X E XlV!, N E rf- , we define the second fundamental tensor of � with 
respect to N to be the map 5 N : XlV! ---+ XlV! given by 

(4 . 1 )  X E XM, 

where '\7 denotes the Levi-Civita connection of lV!. Notice that, as the name 
suggests, 5 : rf- x XlV! ---+ XlV! is tensorial: 5 is clearly bilinear over lR, and 
over FlV! in X; given f E FM, 

'''Te therefore obtain a map 5 : E (v) x TlV! ---+ TlV!. Furthermore, given a unit 
vector n E E (v)p , the linear transformation 5n : lV!p ---+ lV!p is self-adjoint : If N 
is a local extension of n, then 

(5NX, Y) = (-�* (V xN) ,  Y) = - (V xN, �*Y) = (N, V x (�*Y) ) 
= (N, Vy (�*X) + �* [X, Y]) = (N, V}' (hX) ) = - (VyN, �*X) 
= (5NY, X) . 

The eigenvalues of 5n are called the principal curvatures at p in direction n, 
and the corresponding unit eigenvectors the principal curvature directions . The 
Gauss curvature Gn of lV! in direction n is 

The second fundamental tensors of an isometric immersion � : lV! ---+ lV! measure 
the difference between the curvatures of lV! and lV!: 

PROPOSITIO!" 4 . 1 (The Ga�ss Equations) . Consider a'!.! isometric immer­
sion � : lV! ---+ lV!, where dim lV! ;::: 2, and set m = dim lV! - dim lV!. Given 

. - 1. P E lV!, let x, y, Z E lV!p, and nl , . . .  , nm be an orthonormal baszs of lV!2(p) ' De-
note by 5 j : lV!p ---+ lV!p the second fundamental tensor 0 f � with respect to nj , by 
R and it. the curvature tensors of lV!, iJ, and by k, k the associated quadratic 
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forms from Section 3. Then 
m 

R(x,  y) z  - �
* (R(�* x ,  �* y)� * z) = L(SjY ,  z )SjX - (SjX , z )SjY , 

j=l 

PROOF.  '''Te only prove the first equation, since the second one is an im­
mediate consequence of it .  Extend x, y ,  z ,  nj locally to X, Y, Z, Nj . Then 

Vy�*Z = (Vy�*zf + (V}'�* Z)� = �* V'}?Z + L (Vy�*Z , Nj )Nj 
j 

by Proposition 2 .4 .  Taking the covariant derivative in direction X yields 

V xVy�*Z = V x�* V'}?Z + L (X (Vy� *Z , Nj) )Nj + L(Vy�*Z, Nj )V XNj . 

Thus, 

and 

j j 

(V xVy�*zf = �* V'xV'yZ + L(SjY, Z) (VxNjf ,  
j 

j 
A similar identity holds when interchanging X and Y. Finally, 

�
* V [X,Y] �* Z = V' [X ,y ] Z , 

and substituting these expressions in the left side of the Gauss equation yields 
the right side. D 

EXAMPLES AND REMARKS 4 . 1 .  (i) The Gauss equation may be expressed 
in terms of the curvature operators p, p of lVI, 111, cf. Definition 3 . 1 :  Extend 
Sj to a linear map Sj : A21VIp ---+ A21VIp ,  where Sj (x /\ y) := SjX /\ SjY for a 
decomposable element x /\ y . If we define �

* 
p : A21VIp ---+ A21VIp by 

( (�
* 
p)x /\ y, w /\ z) := (p(�*x /\ � * y) ,  � *w  /\ �* z) ,  

then 

(4 .2) (R(x , y )z , w) - (R(�*x , � * y)�* z , �*w) = ( (p - �
*
p)x /\ y , w /\ z) . 

But by the Gauss equation, the left side of (4 .2) equals 
m 

j=l j 

� ( (  � Sj) .r. A " , m A z) . 

Thus, 
m 

( 4 .3) p - �
* p = L Sj . 

j=l 
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(ii) When M is 2-dimensional aI:d lV! = lR3 , sectional and Gauss curvature 
coincide. More generally, when dim M - dim lV! = 1 ,  there are two choices ±n E 

lV!2(p) for a unit normal vector at � (p) . Although S-n = - Sn as endomorphisms 
of lV!p ,  S-n = Sn as endomorphisms of A21V!p,  so that S±n extends to a unique 
linear map S :  A21V!p -'> A21V!p,  and (4 .3) reads 

p - � * p = S. 
If N is a nOl,:mal field of unit length extending n ,  t�en (fJ X N, N) = � X (N, N) = 
0, so that VxN is tangential, and �* SNX = -VxN measures the amount by 
which N fails to be parallel in direction X .  

(iii) (The sectional curvature of the round sphere o f  radius 1') .  Let S;l = 
{p E lRn+1 I I p l  = T} . If P is the position vector field on lRn+1 given by 
P (p) = JpP, then N := � P is a unit normal vector field when restricted to S;: . 
Since 

VxP = Vx (L uiDi) = L x(ui )Di = X , 
the second fundamental tensor with respect t o  N i s  given by  SNX = - X/T o The 
Gauss equation then yields 

1 R(x, y)z = -2 ( (y ,  z)x - (x ,  z) y) , 
l' 

and S;' is a space of constant sectional curvature 1/1'2 . 

EXERCISE 1 16 .  A Riemannian submanifold M �of M is said to be totally 
geodesic if the geodesics of M are also geodesics of M. Prove that M is totally 
geodesic iff all the second fundamental tensors vanish .  

EXERCISE 1 17 .  Show that a connected, complete submanifold of lRn is 
totally geodesic iff it is an affine subspace. 

EXERCISE 1 18 .  Use the Gauss equations to show that the paraboloid of 
revolution z = x2 + y2 in lR3 has curvature K = 4/ (4z + 1 ) 2 . 

EXERCISE 1 1 9 .  An n-dimensional submanifold of lRn+l is called a hyper­
surJace. A hypersurface lV!n is said to be (s trictly) convex if at any point of M 
the second fundamental tensor with respect to a unit normal is definite; i . e . ,  
i f  all its eigenvalues have the same sign. This makes sense because there are 
exactly two such tensors, one being the negative of the other. Prove that a a 
strictly convex hypersurface of Euclidean space has positive definite curvature 
operator, and in particular positive sectional curvature. 

5. Riemannian Submersions 

Recall that a map 7r : lV!n -'> Bk between manifolds lV! and B is a submer­
sion if 7r and 7r *p are onto for all p E lV!. Submersions are topologically dual to 
immersions in the sense that both have derivatives of maximal rank, and thus 
generalize diffeomorphisms . 
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Before studying the interplay between submersions and metrics, we inves­
tigate the problem of lifting curves of B to lV!.  Let c : I = [a , bJ ---+ B be a 
regular curve ; i . e . ,  c( t) # 0 for t E [a, bJ . Define 

c* M := { (t , p) E I x M 1 7r (p) = c(t) } , 

and endow c* lV! with the subspace topology. 

LEMMA 5 . 1 .  c* lV! is a differentiable manifold of dimension n - k + 1 .  

PROOF.  '''Te construct a chart h in a neighborhood o f  (to , p) E c* lV!. Denote 
by PI : c* lV! ---+ I, P2 : c* lV! ---+ lV! the respective projections, and similarly for 
7rl : jRn = jRk X jRn-k ---+ jRk and 7r2 : jRn ---+ jRn-k . Since 7r has maximal rank at 
p, there exist , by Theorem 6 . 1  in Chapter 1 ,  charts x : U ---+ x(U) = W' C jRn 
around p, and y : V ---+ y(V) C jRk around 7r (p) such that y o  7r ° x-I = 7rl lw . 
Define h : (x ° P2 ) - 1 (VV) ---+ I x jRn-k by h := (Pl , 7r2 ° X ° P2 ) .  '''Te claim that 
h is a homeomorphism onto its image : To see this, let z be the map defined on 
the image im h of h by 

z (t , al , " "  an-k ) = (t , x-l ( (y ° c) (t) ,  al , · . · , an-k ) ) .  
Notice that z (im h) C c* lV! ;  i . e . , 

( 5 . 1  ) 7r ° P2 ° Z = c o PI ° Z . 

In  fact ,  

Y 0 7r  ° P2 ° z (t , al , " "  an-k ) = (y 0 7r) ° x-l ( (y ° c) (t) ,  al , · · · , an-k ) 
= 7rl ( (y ° c) (t) ,  al , . . .  , an-k )  
= ( y  0 c) (t) .  

On the other hand, Y O C O Pl o z (t , al , . . .  , an_k ) = (y o c) (t) . Since y is a 
homeomorphism, 7r ° P2 ° Z = c o PI ° z as claimed, and z (im h) c c* lV!. Now, 

(h ° z ) (t , al , " "  an-k ) = h(t , x- l ( (y ° c) (t) ,  al , " "  an-k ) = (t , al , " "  an-k ) ,  
and 
(z ° h) ( t , q) = z (t , (7r2 ° x) (q) )  = (t , x-l ( (y ° c) (t) , (7r2 ° x) (q) ) )  

= (t , x-l ( (y ° 7r) (q) ,  (7r2 ° x) (q) ) )  = (t , X-l ( (7rl ° x) (q) ,  (7r2 ° x) (q) ) )  
= (t , q) .  

Thus, h is a homeomorphism with inverse z .  vVe then obtain in the usual way 
an atlas with differentiable transition functions, and the projections PI , P2 are 
smooth for the induced differentiable structure. D 

Suppose next that we are given a distribution 1i. on lV! that is comple­
mentary to the kernel V of 7r * , so that T lV! = V EEl 1i., and 7r * : 1i.p ---+ B7r(p) 
is an isomorphism for each P E lV!. Given a curve c in B as before, there 
exists for each (t , p) E c* lV! a unique vector Y(t , p) E 1i.p c lV!p such that 
7r * Y( t , p) = c( t) . '''Te claim that there exists a unique vector field X on c* lV! 
such that P2*X = Y. To see this, consider a chart h with inverse z as above. 
By (5 . 1 ) ,  P2 * z* Dl , . . .  , P2 * z*Dn-k span the kernel of 7r * , whereas 7r*P2 * z* D = c. 
Thus, Y - P2* z*D E V = ker 7r* ; i . e . , for each ( t , p) ,  Y( t , p) E P2 * (C* M)(t ,p) , 
and there exists some X(t , p) E (c* M)(t ,p) with P2 *X (t , p) = Y(t , p) .  To verify 
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uniqueness ,  observe that any such vector field X is PI-related to the coordinate 
vector field D on I: In fact ,  since 7r 0 P2 = c o  PI , we have 

and the claim follows from regularity of c. Since 1i. is differentiable, so is X . 

PROPOSITION 5 . 1 . Let 7r : lV! ---+ B be a submersion, 1i. a distribution 
complementary to ker 7r. , and c : la , b] ---+ B a regular curve. If lV! is compact, 
then for any P E 7r-1 (c(a) ) ,  there exists a unique curve c la , b] ---+ M with 
c( a) = P, 7r 0 C = c, and c E 1i.. Such a curve c is called the horizontal lift of c 
at p . 

PROOF.  Let X be the vector field defined above, and consider the maximal 
integral curve "/ of X with ,,/( a) = (a ,  p) . Now, c'M is compact because M is, 
and by Exercise 1 8 in Chapter 1 , "/ is defined on all of la , b] . Furthermore, X is 
PI-related to D, so that 

(PI 0 ,,/) . D = Ph 'Y  = Ph 0 X 0 "/ = D 0 (PI 0 "/ ) , 
and P I  0 ,,/ is an integral curve o f  D . Recalling that (PI o ,,/) ( a) = a ,  we conclude 
that (PI 0 ,,/) (t) = t for all t E la, b] . Define c := P2 O "f.  Then c(a) = P, 
7r 0 C = 7r 0 P2 0 ,,/ = c o  PI 0 ,,/ = c, and c.D = P2. 'Y = P2 .X 0 ,,/  E 1i.. This 
establishes existence. 

If c is any curve satisfying the conclusion of Proposition 5 . 1 ,  then l f---+ 
(t, c(t) ) is an integral curve of X ,  and c = c by uniqueness of integral curves. D 

Notice that when lV! is not compact , the result is no longer necessarily true: 
Consider M = ]R2 \ {p} , P E ]R2 . The projection ul : M ---+ ]R x 0 = ]R is a 
submersion, but the identity curve l f---+ c(l) = l on lu l (p) - 1 , ul (p) + 1] c ]R 
admits only a partial 1i.-lift at the point P - ( 1 ,  0) , if one takes 1i. to be the span 
of DI .  

Suppose that lV! is a Riemannian manifold, 7r : M ---+ B a submersion. The 
vertical distribution is V := ker 7r. , and the horizontal distribution is defined by 
1i. := V 1.. . Thus, T lV! = 1i. EEl V, and we write e = eh + eV for the corresponding 
decomposition of e E T lV!. 

DEFINITION 5 . 1 . A submersion 7r : lV!n ---+ Bk is said to be Riemannian if 
17r. e l = l eh l for all e E TM. 

In the same way that an isometric immersion may be viewed as general­
izing an isometry for n < k, a Riemannian submersion is the corresponding 
generalization to n > k .  

Horizontal vectors will be denoted x ,  y , z , vertical ones u , v , w . A horizontal 
vector field X on lV! is said to be basic if it is 7r -related to a vector field on 
B. _Thus , any vector field X E XB yields a unique basic field X E XM with 
7r • .  X = .X  0 7r .  

LEMMA 5 . 2 .  If X is basic and U E XM is vertical, then lX, U ]  is vertical. 

PROOF.  Let Y be the vector field on B that is 7r-related to X . Since U is 
7r -related to 0, 7r. lX, U] = lY, O] 0 7r  = O .  D 
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The curvature tensors of lV! and B will be denoted RM and RB ; their 
Levi-Civita connections by \1M and \1B . 

LEMMA 5 . 3 .  Suppose X, }7 E 'XlV! are basic. Then (\11!17) h is basic. In 
fact, if X, Y E 'XB are 7r-related to ./Y ,  17, then \1�Y is 7r-related to \11!17; i. e . ,  

7r. \1ljf/" = \1�Y 0 7r . 
PROOF.  This is an immediate consequence of (2 .2) together with the fact 

that 7r. [./Y , 17] = [X, Y] 0 7r .  D 
DEFINITION 5 . 2 .  The A-tensor is the ( 1 , 1 )  skew-adjoint tensor field A : 

H X H --+ V given by 

A is clearly tensorial in the first argument ; for the second one, observe that 
if f E FM, then 

(\11£ fY)V = f (\1I£Y)v + (XJ)Yv = f(\1I£Y)V , 
since Y is horizontal. To check skew-symmetry, we may, by tensoriality of A ,  
assume that X i s  basic, so  that by Lemma 5 . 2 ,  (\11£ U)h = (\1£1 X ) h for vertical 
U. Then 

1 
(Ax X, U) = (\11j!x, U) = - (X, \1I£ U) = - (X, \1�1 X) = - 2 U (X, X) = 0 ,  

and the claim follows. 
The A-tensor represents the obstruction to the horizontal distribution being 

integrable : If we think of the horizontal distribution H as generalizing the notion 
of connection, then the A-tensor represents a multiple of the curvature , since 

2Ax Y = (\1I£Y)v + (\1I£Y)V = (\1I£Y)V - (\1if X)V = [X, Y] v . 

Given x E TlV! or TB , denote by "Yx the geodesic "Yx(t) = exp (tx) . The 
next proposition says that geodesics which start out horizontally remain so for 
all time. Thus, even though H is not , in general, integrable, the geodesic spray 
of lV! restricts to a vector field tangent to H .  

PROPOSITION 5 . 2 .  If x E H, then 'Yx (t) E H for all t ,  and 7r 0 "Yx = "Y7r* x .  

PROOF.  Let x E Hp . It clearly suffices to prove the statement in a neigh­
borhood of p; choosing this neighborhood to be compact, Proposition 5 . 1  guar­
antees the existence of a horizontal lift c of "Y7r. X at p. Extend 'Y7r* x locally to a 
vector field X: For example , choose a neighborhood U of 0 E B7r(p) on which 
exp7r(p) : U --+ V := exp (U) is a diffeomorphism. Given b = exp(u) E V, define 
X(b) to be the parallel translate of x along the geodesic t >-+ exp (tu) , 0 :s; t :s; 1 .  
If ./Y is the basic lift of X ,  then by Lemma 5 . 3 ,  

7r. (\1� c )  = 7r. (\1� (X 0 c) )  = 7r. (\11j X 0 c) = \1�X 0 "Y7r* x = \1�'Y7r*x = 0 ,  

s o  that (\1t5 c) h = O . Similarly, 

(\1� c)V = (\1� (./Y 0 cW = (\11! ./y)V 0 c = A x./Y 0 c = O . 
Thus, the horizontal lift c of "Y7r. x is a geodesic, which implies that c = "Yx , 
thereby concluding the argument . D 
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In order to describe the relation between the curvatures of AI and B, i t  
i s  convenient to introduce the pointwise adjoint A� : V ---+ 1i of Ax :  1i ---+ V .  
Notice that for basic X and vertical U, 
(5 .2 ) 
Indeed ,  if {Xd denotes a local orthonormal basis of horizontal fields, then for 
any horizontal X,  

'''Then furthermore X i s  basic, then ('VfJ! U)h  = (Vt{ X) h  by Lemma 5 . 2 .  

PROPOSITION 5 .3 . Le t  X , Y ,  Z E XlV! be basic, and denote by X, Y, Z E XB 
the corresponding 7r -related vector fields on B. Then 

(1) 7r.RM (.i,: , Y)Z = RB (X, Y)Z 0 7r + 7r. (  -AXAyZ - A�Az./Y 
+ 2AiAx Y) ; 

(2) 7r.RM (./Y , Y)Y = RB (X, Y)Y 0 7r + 37r. A�·;Ax Y; and 
(3) iJ x , Y E 1ip are orthonormal, then K! x,7r. y  = K:;y + 3 1AxY 1 2 . 

PROOF.  Statements (2) and (3) are direct consequences of ( 1 ) .  For ( 1 ) ,  we 
have that 

-
/' - - M M - M M - M -RM (X , Y)Z = V X Vy Z - Vy V x Z - V[X ,Y] Z 

= V 11:[ (V¥ Z) h - V¥ (VII_� Z)h - (V� Z)h X Y Y x [X,Y] 
+ VAJ (V¥ Z)V - V·� (V·'1Z)V - 2 (VM. Z)h X Y Y X AxY 

M - M -- (V� Z)V - 2(V4v  .. vZ)V , [X,Y] . � J  

where [X, Y] denotes the basic lift of [X, Y] .  Take horizontal components on 
both sides. The first line in the second equality is then basic by Lemma 5 . 3 and 
7r-related to RB (X, Y)Z ,  whereas the third line vanishes . Applying 7r. to both 
sides and using (5 .2 ) on the second line yields the result . D 

EXAMPLES AND REMARKS 5 . 1 . (i) A Riemannian manifold lV! is said to 
be complete if the geodesic spray of its Levi-Civita connection is complete; i . e . ,  
i f  expp i s  defined on  all lV!p for each p E lV!. '''Te will also implicitly require 
that a complete manifold be connected. Let 7r : lV! ---+ B be a submersion with 
lV! complete ,  so that B is also complete by Exercise 1 1 8 below. Then all the 
"fibers" 7r-1 (b) , b E  B ,  are diffeomorphic: In fact , if c :  [0, a] ---+ B is a geodesic, 
and Fo , Fa denote the fibers over the endpoints of c, then the map he from 
Fo to Fa which assigns to p E Fo the point cp (a) , where cp is the horizontal 
lift of c with cp (O) = p, is a diffeomorphism. The claim then follows from the 
Hopf-Rinow theorem in Section 7, which guarantees that any two points of B 
can be joined by a geodesic. 

Given a Riemannian metric on B, b E B, consider an open neighborhood 
U of b which is the diffeomorphic image under eXPb of some neighborhood of 



15 2 5. METRIC STRUCTURES 

Ob in Bb. If "1m : [0 , 1 ]  ---+ U denotes the geodesic from b to 711, in U, we obtain a 
diffeomorphism 

h : 7f -1 (b) X U ---+ 7f- 1 (U) , 
(p, m) f---+ h�l= (p) . 

In particular, the restriction of 7f to 7f- 1 (U) is a fibration . By a standard result 
in topology, the submersion 7f : lV! ---+ B itself is then a fibration. 

(ii) Proposition 5 . 3  implies that if 7f : M ---+ B is a Riemannian submersion 
and the sectional curvature KM of lV! is nonnegative , then B has nonnega­
tive curvature as well. Apart from convex hypersurfaces in Euclidean space 
(those for which the second fundamental tensor SN with respect to a global 
outward-pointing normal field N is nonnegative definite) and Lie groups with 
bi-invariant metrics, virtually all known examples of nonnegatively curved man­
ifolds are constructed by means of submersions. One of the largest classes of 
such examples consists of the base spaces of homogeneous submersions, which 
we now describe: Let lV! be a Riemannian manifold with KM 2 O. Suppose G 
is a subgroup of the isometry group of M that acts freely and properly on M,  
so  that the orbit space B := MIG admits a differentiable structure for which 
the projection 7f : lV! ---+ B becomes a submersion according to Theorem 14 .2  
in Chapter 1 .  '''Te claim that there exists a unique Riemannian metric on B 
for which 7f becomes Riemannian: Given b E B, choose any p E 7f- 1 (b) , and 
define an inner product on Bb by requiring that 7f *p (ker 7f *p ) 1.. = 1i.p ---+ Bb 
be a linear isometry. To see that this inner product is well-defined, consider 
some other point q E 7f- 1 (b) . Then there exists some 9 E G with g(p) = q, and 
since 9 is an isometry which leaves 7f- 1 (b) invariant , g*p maps 1i.p isometrically 
onto 1i.q . Now consider x E Bb .  If Y E 1i.p is the vector that gets mapped to x 
by 'if * , then g*y is the vector in 1i.q that is mapped to x, since 'if 0 9 = 'if . But 
I y l = I g. y l ,  so that the inner product is well-defined .  Uniqueness , on the other 
hand, is immediate . 

(iii) (Normal homogeneous spaces) . Let G be a Lie group , H a closed 
subgroup of G, so that 'if :  G ---+ GIH is a principal H-bundle over M := GIH. 
Suppose that Ge = g admits an inner product that is Adh-invariant for all 
h E H. By Examples and Remarks 1 . 1 (ii) , this inner product induces a left­
invariant metric on G that is right-invariant under H. Thus , G I H is the orbit 
space of the free isometric action of {Rh I h E H} on G, and by (ii) , there 
exists a unique Riemannian metric on G I H such that 7f becomes a Riemannian 
submersion. By Examples and Remarks 1 . 1 (iii) , the metric on M is G-invariant . 

'''Te now consider the special case when the metric on G is bi-invariant . The 
Riemannian manifold lV! is then called a normal homogeneous space. KG 2 0 
by Exercise 1 13 ,  so that lV! has nonnegative sectional curvature. Notice that 
any X E �1.. is basic: In fact ,  the vector field X on M, defined by 

is 7f-related to X by Examples and Remarks 1 . 1 (iii) . Furthermore , AxY � [X, y]V is the projection � [X, Y] � of � [X, Y] onto � for X, Y E �1.. . 
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Consider orthonormal X, Y E �� . By (2 .4) , 

(R(X, Y )Y, X ) = - � ( [ [X , Y] , Y] , X) = � I [X, YW , 

and the sectional curvature of the plane in TJV! spanned by 7f.X ,  7f. Y is given 
by 

(iv) (Curvature of complex projective space) . The restriction N of the 
position vector field P of lRn+2 , P(p) = JpP, to the unit sphere 52n+1 is a unit 
normal field to the sphere. Identify lR2n+2 with CCn+1 via 

and consider the canonical complex structure I on TlRn+2 given by 

Notice that IN is a unit vector field on the sphere that spans the fibers of 
the Hopf fibration 7f : 52n+1 ----+ ccpn . Moreover , I is a parallel section of 
End(TlRn+2 ) ,  so that 

(5 .3 ) V' xl N = IV' xN = I x, x E T52n+1 . 

The covariant derivatives in ( 5 .3) are the Levi-Civita connection of Euclidean 
space, but since I x and IN are both tangent to the sphere, the first covariant 
derivative also represents the Levi-Civita connection of the sphere . 

The Hopf action of 51 on 52n+1 is by isometries , so that by (ii) , there exists 
a unique metric on complex projective space for which the Hopf fibration be­
comes a Riemannian submersion. Since IN is a unit field spanning the vertical 
distri bu tion, 

for horizontal x and y. Here , we used the fact that if x is horizontal, then so 
is Ix: In fact , given any x E T52n+1 , (Ix , IN) = - (x , I2N) = (x , N) = O. By 
Proposition 5 . 3(3) ,  

K7r• x,7r. Y = 1 + 3 (y , Ix) 2 

for orthonormal x, y E H..  Thus, the sectional curvature K of ccpn satisfies 
1 ::; K ::; 4. For any horizontal x, the plane spanned by x and I x projects 
down to a plane of curvature 4 (such a plane is sometimes called a holomorphic 
plane) , whereas the plane spanned by x and any vector orthogonal to both x 
and I x projects to a plane of curvature 1 . 

(v) Cheeger and Gromoll [1 1] have shown that every complete , noncom pact 
Riemannian manifold JV! with sectional curvature K � 0 contains a compact, 
totally geodesic submanifold 5, called a soul of JV!. Since 5 is totally geodesic, 
it too has nonnegative curvature by the Gauss equations. Furthermore, JV! is 
diffeomorphic to the total space of the normal bundle v ( 5) of 5 in JV!. In 
particular , JV! is homotopy equivalent to a compact manifold of nonnegative 
curvature. Let 7fv : E(v(5) )  ----+ 5 denote the bundle projection, and expv : 
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E(v(S)) ---+ JVI the restriction of the exponential map of T (lVI) to v(S) . Perelman 
[30] showed that there is a well-defined map 7r : AI ---+ S such that the diagram 

S S 

commutes, and that 7r is a Riemannian submersion. Notice that 7r maps p E M 
to the unique point 7r (p) E S that is connected to p by a geodesic orthogonal 
to S; in particular, the fibers of the submersion are totally geodesic at the soul. 
In Section 7 ,  we will see that 7r (p) is the point of S that is closest to p, which 
justifies calling 7r the metric projection onto the soul. 

(vi) If � : lVI ---+ N is an immersion of lVI into a Riemannian manifold N, 
there exists a unique metric on  lVI for which � becomes isometric. The dual 
problem for submersions may be phrased as follows: Let 7r M ---+ B be a 
submersion. If lVI is a Riemannian manifold, does there exist a metric on B for 
which 7r becomes Riemannian? Clearly, such a metric is unique if it exists .  

Notice that the vertical and horizontal distributions are still defined ,  as is 
the A-tensor. A necessary condition for 7r to be Riemannian is that A be skew­
symmetric. '''Te will show that this condition is in fact sufficient . Observe that 
the discussion in (ii) is a special case: If B is the orbit space of an isometric 
action on lVI, then for any vertical Killing field V, 

(AxY, V) = (VxY, V) = - (VxV, Y) = (VyV, X) = - (VyX, V) 
= (-AyX, V) 

by skew-symmetry of X f--+ V X V. A is then also skew-symmetric because the 
vertical distribution is spanned by Killing fields . 

To establish the above claim, consider the fiber N of 7r over some point of 
B. The Bott connection on the normal bundle v of N in M is defined by 

U E TN, X E rv, 

where V and X are vertical and horizontal fields extending u and X respectively. 
It is straightforward to verify that Vb is indeed a well-defined connection on v .  
For Y E rv, 

(V�X, Y) = ( [V, X] ,  Y) = (VuX , Y) - (VxV, Y) = (VuX, Y) + (u , AxY) ,  

so that 

(V�X, Y) + (X, V�Y) = (V uX, Y) + (X, V uy) + (u , Ax Y + Ay X) 
= (V uX, Y) + (X, V uy) 
= u (X, Y) , 
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and Vb is Riemannian. The curvature tensor Rb of the Bott connection is given 
by 

Rb (U, V)X = vbvtx - vtvbx - V[u,v] X 
= [U, [V, xl " l h - [V, [U, Xlh lh - [ [U, V] ,  Xl h 
= [U, [V, Xnh + [V, [X , Un h  + [X , [U, Vnh 
= 0 

by the Jacobi identity and the fact that vertical fields have vertical brackets. 
Thus, v is a fiat bundle, and in fact a trivial one: For any x E B7r(N) , the 
assignment 

p E  lV, 
defines a global section X of v that is 7r-related to x. This section is then Bott­
parallel, since any U E XlV is 7r-related to 0, so that VbX = [U, Xl h = O . In 
particular , X has constant norm along lV. If we now define I x l := l X I , then 7r 
becomes a Riemannian submersion. 

EXERCISE 120 .  Let lV! ---+ B be a Riemannian submersion. Prove that B is 
complete whenever lV! is . 

EXERCISE 121 . Show that the Riemannian submersions in Examples (iii) 
and (iv) have totally geodesic fibers. 

EXERCISE 122 .  View lR3 as C x lR, and consider the free isometric action 
of lR on lR3 given by t (z , to ) = (eitz , to + t) , t E lR, ( z , t o )  E C x R Compute 
the sectional curvature of the space lV! = lR3/lR of orbits, if lV! is endowed 
with the metric for which the projection 7r : lR3 ---+ M becomes a Riemannian 
submersion. This example also shows that homogeneous submersions do not, 
in general, have totally geodesic fibers, see Figure 1 .  

EXERCISE 123 .  Use Example (ii) t o  construct a metric o f  nonnegative sec­
tional curvature on the total space T S" = SO( n + 1) x SOC,,) lR" of the tangent 
bundle of S" . 

EXERCISE 124 .  Prove that the Bott connection from Examples and Re­
marks 5 . 1 (vi) is a well-defined connection. Explain why it is not even necessary 
to consider an extension X of X in the definition. 

EXERCISE 125 .  Let lV! be a Riemannian manifold, I : M ---+ lR a func­
tion that has maximal rank everywhere . Show that if IV I I � 1 ,  then I is a 
Riemannian submersion with respect to the usual metric on lR. 

6 .  The Gauss Lemma 

One of the fundamental properties of geodesics is that they are, at least 
locally, length-minimizing, as we shall see in the next section. Since a geodesic 
c is the image via the exponential map of a ray t f---+ tv in the tangent bundle, 
it is to be expected that such extremal properties follow from the behavior of 
the derivative of expo This derivative can be conveniently expressed in terms of 
certain vector fields along C. If Y is a vector field along a curve c, we will often 
abbreviate the covariant derivative V DY by Y' . 



156 5 .  METRIC STRUCTURES 

fiber over a 
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-- � y  

a 

FIGURE 1 

DEFINITION 6 . 1 .  Let c be a geodesic in lV!. A vector field 1" along c is 
called a Jacobi field along c if 

y" + R(1", c) c = o .  
Notice that the collection :Ie o f  Jacobi fields along c i s  a vector space that 

contains c. The space of Jacobi fields orthogonal to c is the one of interest to 
us: If X and 1" are Jacobi, then 

(1"" ,  X ) = - (R(Y, c) c, X) = - (R(X, c) c, 1") = (X" , 1") 
by Proposition 3 . 1 .  Thus, (X" , 1") - (1"" , X ) = 0 ,  and (X' , Y) - (Y' ,  X ) must 
be constant . In particular , (1", c) ' = (1"' , c) = (1"' , c) - (1", c' ) is constant , so 
that for a normal geodesic, the tangential component yT of 1" is given by 

yT = (Y, c) c = (a + bt) c , a =  (1", C) (O) , b =  (1", C) ' (O) , 
and satisfies the Jacobi equation. It follows that the component 1".L = 1" _ yT 

of 1" orthogonal to c is also a Jacobi field. 

PROPOSITION 6 . 1 .  Let c : I ---+ lV! be a geodesic, to E I. For any v, w E 

lV!c(to l there exists a unique Jacobi field 1" along c wilh Y(to) = v and 1"' (to ) = 
w .  

PROOF.  Let Xl , . . .  , Xn be parallel fields along c such that X l (tO ) ,  . . .  , Xn- 1 (to) 
form an orthonormal basis of c( t o ) .L ,  and Xn = c. Any vector field Y along c 
can then be expressed as i { (1", Xi ) , f = x (1", V ) ,  

for i ::; n - 1 ,  
for i = n . 
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Since Xi is parallel, Y" = 2: fi ttXi . Furthermore , R(Xi , C) C = 
h . hj - IR( V' 

. ) . X ) 1 R(Y ' ) ' - ",n-1 fihj V' w ele i - \ '"''- i , C C, j , so t lat , C  C - Ui ,j=l i '"''-j ' 
equation then reads 

or equivalently, 
n-1 

fj ll + L fih: = 0 ,  j = 1 ,  . . .  , n , 
i=l 

157 

",n-1 hj ,\' . uj= l  i '"' l '  
The Jacobi 

if we set hf = (R(Xi , c) c, c) = O. This is a homogeneous system of n linear 
second-order equations , which has a unique solution for given initial values 
fj (to) = (v , Xj (to ) ) , fj ' (to) = (w , Xj (to) ) (j < n) , r(to) = (v , (c/ l c I 2 ) (to ) ) , 
and r' (to) = (w , (c/ l c I 2 ) (t o ) ) .  D 

Proposition 6 . 1  implies that the space :Ie of Jacobi fields along C is 2n­
dimensional, since the map 

:Ie -+ JVJe(to ) X JVJe(to ) , 
Y f-4 (Y(to) , Y' (to ) )  

i s  an isomorphism. 

EXAMPLE 6 . 1 .  Let jVJn be a space of constant curvature r;" and let c"" s'" 
denote the solutions of the differential equation 

J" + r;,f = 0 

with c", (O) = 1 ,  c� (O) = 0, s,, (O) = 0, s� (O) = 1 .  For example, C1 = cos, and 
Sl = sin. Consider a normal geodesic C : [0 , bj --+ M. Given v , w E Me(O) 
orthogonal to C(O) , the Jacobi field Y along C with Y(O) = v and Y'(O) = w is 
given by 

Y = c",E + s",F, 
where E and F are the parallel fields along c with E(O) = v and F(O) = w : 

Indeed ,  Y" = c�E + s�F = -r;,Y = -R(Y, c) c, so  that Y i s  a Jacobi field, and 
clearly satisfies the initial conditions at O .  

Jacobi fields essentially arise out o f  variations o f  geodesics: I f  c : [ a ,  b j --+ M 
is a curve, and I is an interval containing 0, a variation of c is a smooth 
homotopy V : [a, bj x I --+ M with V(t , O) = c(t) for t E [a, bj . Notice that 
V* D1 (t, 0) = c( t) ; the variational vector field Y along c is defined by Y (t) = 
V*D2 (t , 0) . 

PROPOSITION 6 . 2 .  Let c : [0 , bj --+ jVJ be a geodesic. If V is a variation of c 
through geodesics-meaning that t f-4 V(t ,  s) is a geodesic for each s, then the 
variational vector field t f-4 V*D2 ( t , 0) is Jacobi along c. Conversely, let Y be 
a Jacobi field along c. Then there exists a variation V of c through geodesics 
whose variational vector field equals Y. 
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�ROOF.  Given � variation y of c through geodesics, define '.':ector fields X 
and 1" along V by X = V. D1 , 1" = V. D2 . By assumption, \7 Dl X = 0, so that 

R(Y, .IY).IY = \7 D2 \7 D1 .lY - \7 Dl \7 D2X = -\7 Dl \7 D2 .1Y 
= -\7 Dl \7 D2 V.D1 = -\7 D, \7 D, V.D2 
= -\7 Dl \7 Dl 1" . 

'''Then s = 0, the above expression becomes R(1", c) c = -Y" ,  and Y is Jacobi. 
Conversely, suppose 1" is a Jacobi field along c, and v := 1"(0) , W := 1"'(0) . 

Let "/ be a curve with 1'(0) = v ,  and X, VV parallel fields along ,,/ with X(O) = 
c(O) , W(O) = w. Choose E > ° small enough so that t (X (s) + sW(s ) ) belongs 
to the domain of exp'l(s) for (t, s) E [0 ,  b] x (-E ,  E) , and consider the variation 

V : [0 ,  b] x (-E , E) -+ M, 
(t, s) f---+ exp'l(s) t (X(s ) + sW(s ) )  

of c. Since the curves t f---+ V( t ,  s ) are geodesics, the variational vector field Z 
is Jacobi along c. Moreover, V(O , s ) = ,,/(s) ,  so that Z(O) = 1'(0) = v .  Finally, 

Z' (O) = \7D, (O ,O)V.D2 = \7D2 (o ,o)V.D1 = W(O) = w,  
because V.D1 (0 , s ) = X(s) + sW(s) ,  and X, vV are parallel along "f. By 
Proposition 6 . 1 ,  Z = 1". D 

In the special case when 1"(0) = 0, the variation from Proposition 6 . 2  
becomes V( t ,  s) = expc(O) t (c(O) + sw) ; the Jacobi field 1" with initial conditions 
1"(0) = 0, 1"'(0) = w is given by 
(6 . 1 )  1"(t) = expc(O) . (tJtc(O) w) .  

One can interpret this as follows: Let p = c(O) , v = C(O) , and consider the man­
ifold lVIp with the canonical Riemannian metric induced by the inner product 
on Mp .  Then t f---+ tJtvW is the Jacobi field F along the geodesic t f---+ tv in Mp 
with F(O) = 0, F' (O) = Jvw ,  and we have 1" = exp . F. 

'''Te now use the above observation to show that the exponential map at a 
point is "radially" isometric: 

LEMMA 6 . 1  (The Gauss Lemma) . Consider the canonical metric on lVIp, 
p E lVI. IJ v E lVIp belongs to the domain oJ expp , then 

(expp* Jvv , expp* Jvw) = (Jvv , Jvw) , w E Mp . 

PROOF .  The right side of the above identity equals (v ,  w) by definition 
of the canonical metric on Mp ,  whereas the left side is (c (l ) , Y( l ) ) , where 
c(t) = exp(tv ) ,  and 1" is the Jacobi field along c with initial conditions 1"(0) = 0 ,  
1"'(0) = w.  Since 1" is Jacobi, (1", c) (t) = (Y, c) (O) + t {y' , c) (O) = t (v ,  w) . 
Evaluating this expression at t = 1 yields the claim. D 

EXAMPLE 6 . 2 .  Consider a Riemannian submersion 'IT : M -+ B. As noted 
in Examples and Remarks 5 . 1 (i) , if c : [0 , a] -+ B is a geodesic, and Fo , Fa 
denote the fibers over the endpoints of c, then the map h Fo -+ Fa which 
assigns to p E Fo the point cp (a ) , where cp is the horizontal lift of c with 
cp (O) = p, is a diffeomorphism. To compute its derivative, let u be a vector 
tangent to Fo at p, "/ : I -+ Fo a curve with 1'(0) = u. For simplicity of 
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notation, identify u with the vector in IV[p that is related to u via the derivative 
of the inclusion Fo C lV!. There is a unique basic vector field X along , with 
7r.X  = x := C(O) . If V : [0 , a] x I ---+ lV! denotes the variation by geodesics given 
by V(t ,  s) = exp(tX (s) ) ,  then h(,(s) ) = V(a, s) by definition. Thus , 

h. u = h.1'(O) = V.D2 (a , 0) = Y(a) , 
where Y is the variational vector field of V. 

Now suppose lV! above is a complete, noncompact manifold with curvature 
K � 0, 7r : lV! ---+ 5 the Riemannian submersion onto the soul 5 from Examples 
and Remarks 5 . 1 (v) . Let p E 5, c :  [0 , a] ---+ 5 as above. Since 5 is horizontal, it 
is an integral manifold of the horizontal distribution, and the A tensor is zero 
along 5. If Z is any horizontal vector field along c, then 

(Y' , Z) = (Y, Z) ' - (Y, Z') = - (Y, Z'V ) = - (Y, AcZ) = 0 ,  
so  that Y ' i s  vertical. On the other hand, 

Y' (O) = V'D, (0, 0)V.D2 = V'D2 (0 , 0)V.D1 = V'uX = -5xu ,  

where 5 is the second fundamental tensor field of Fo at p (here too, 5xu is 
identified with a vector in TlV!) . Since the fiber is totally geodesic at p, Y' (O) = 
O. The same argument shows that Y' (t) = 0 for all t; i . e . ,  Y is parallel. Thus, 
R(Y, c) c = -Y" = O .  

Summarizing, we have that a t  any point p i n  a soul, the curvature o f  the 
plane spanned by x E 5p and u ..1 5p is zero. In particular, if lV! has strictly 
positive curvature, then a soul must have trivial tangent space, and therefore 
consists of a single point. Since the normal bundle of a point p is lV!p ,  lV!n is then 
diffeomorphic to ]Rn . The above argument can actually be refined to show that 
the conclusion is still valid if one only assumes that all sectional curvatures are 
positive at some point of lV!. This remarkable fact was conjectured by Cheeger 
and Gromoll [ 1 1] , and proved more than twenty years later by Perelman [30] . 

Another famous question of Cheeger and Gromoll is whether every vector 
bundle over 5n admits a metric of nonnegative curvature. At the time of 
writing, the answer to this question is not known, although all bundles over 
spheres of dimension :::; 4 have been shown to admit such metrics , as does 
the tangent bundle of the n-dimensional sphere, see Exercise 1 14 .  This is no 
longer true if one allows fiat souls instead of positively curved ones: Among the 
plane bundles over the torus 51 x 51 , only the trivial one admits a metric of 
nonnegative curvature [29] . 

EXERCISE 126 .  Let c : [0 , b] ---+ lV! be a geodesic. to E [0 , b] is said to be 
a conjugate point of c if there exists a nontrivial Jacobi field Y along c with 
Y(O) = 0, Y(to) = O. Prove that to is a conjugate point of c iff expc(O) does not 
have maximal rank at toc(O) . Show, furthermore, that the nullity of exp.c(O) 
equals the dimension of the vector space of Jacobi fields Y that vanish at 0 and 
at to . 

EXERCISE 127 .  (a) Use Example 6 . 1  to show that if c is a normal (i . e . ,  
unit-speed) geodesic in  5n , then every Jacobi field Y along c, orthogonal to  C ,  
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with Y(O) = 0 vanishes at 7r. Thus, expp has minimal rank 1 at any v E Mp 
with I v l = 7r by Exercise 126 .  

(b)  Let lV! be a Riemannian manifold with sectional curvature K :s; 0 ,  c 
a geodesic in lV!. Prove that if Y is Jacobi along c, then the function I Y I 2 
is convex. ,,,Thy does this imply that in a manifold of nonpositive curvature, 
geodesics have no conjugate points? 

EXERCISE 128 .  Let X be a Killing field on lV! (d. Exercise 1 1 1 ) ,  c a geo­
desic. Prove that X 0 c is Jacobi along c. Hint: Recall that the flow <Pt of X 
consists of isometries. Consider the variation ( t , s) f---+ <P s (c( t) )  of c. 

EXERCISE 129 .  Let 7r : lV! ----+ B denote a Riemannian submersion with lV! 
complete, c : [0 , a] ----+ B a geodesic ,  and Fo , Fa the fibers of 7r over the endpoints 
of c. Consider the diffeomorphism h : Fo ----+ Fa given by h (p) = cp (a) ,  where 
cp is the horizontal lift of c starting at p. Prove that for u E (Fo )p C Mp , 
h *u = Y(a) , where Y is the Jacobi field along cp with initial conditions 

Y(O) = u, Y' (O) = -Sxu - A�u. 

Conclude that if the fibers of 7r are totally geodesic, then they are all isometric 
to one another. 

7. Length-Minimizing Properties of Geodesics 

In this section, we will see that geodesics are the shortest curves between 
two points, provided the latter are "close enough ."  The curves we consider are 
assumed to be piecewise-smooth, but thanks to the following lemma, we only 
need to deal with differentiable ones: 

LEMMA 7 . 1 .  Any piecewise-smooth curve c : [a , b] ----+ lV! admits a differen­
tiable reparametrization c : [a , b] ----+ lV!. 

PROOF.  By assumption, there exist numbers a = to < t l  < . . .  < t k  = b 
such that each portion Ci := C l lti _ l ,t i ] is differentiable. Let ¢i : [a , b] ----+ lR be a 
smooth function such that ¢i (t) = 0 if t :s; ti- 1 , ¢i (t) = 1 if t ?: ti ,  and ¢i is 
strictly increasing on [ti- 1 , ti l , d. Lemma 1 . 1  in Chapter 1 .  Then the function 
¢ := to + I:�=1 (ti - ti-d¢i is differentiable, strictly increasing on [a , b] , and 
satisfies ¢(ti )  = ti ,  ¢(m) (ti )  = 0, for all i = 0, . . .  , k and m E N. It follows that 
c := c o ¢ is a smooth reparametrization of c. D 

Consider a curve 'Y : I ----+ lV!p in the tangent space at p E lV!, where Mp is 
endowed with its canonical Riemannian structure. If 'Y(t) i 0 for all t , we may 
write "I = 'Yr + "If) , with 

and . . . 'Yf) = 'Y - 'Yr · 

'Yr and "If) are called the radial and polar components of "I respectively. Notice 
that they are mutually orthogonal. '''Then 'Y is a ray, i . e . , 'Y(t) = tv for some 
v E lV!p ,  then "I = 'Yr , and 'Y is length-minimizing. The following lemma says 
that this property is preserved under the exponential map: 
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v 

FIGURE 2 

LEMMA 7 . 2 .  Let p E lVI, and consider a vector v in the domain lVIp oj expp . 
Denote by IV : [0 , 1 ] ---+ lV!p the ray Jrom 0 to v, IV (t) = tv . IJ , : [0 , 1 ] ---+ lV!p is 
any piecewise-smooth curve with 1(0) = IV (0) = 0 and 1 ( 1 ) = ,v ( l )  = v, then 

L(exp o,) � L(exp olv ) .  

Inequality is strict iJ there is some t o  E [0 , 1 ]  Jor which the polar component oj 
� at to does not vanish under the exponential map; i. e . ,  iJ expp* �f! (to)  # o .  

PROOF.  '''Te may assume, by Lemma 7 . 1 ,  that I i s  differentiable, and that 
both v and ,( t) are nonzero for t E [0 , 1 ] .  By the Gauss Lemma, 

( )  I . 1 2 - I . 1 2 I ' . 1 2 > I ' . 1 2 - I · 1 2 7 . 1  expp* I - expp* IT + expp* If! _ expp* IT - IT . 
Now, I , I ' = I�T I , because 

Thus, 

I I , = / 
) 1 / 2 '  = h i'). = (J"lI' �) = I · I I 

\i" I , I h i 
IT · 

The last assertion of the lemma is clear, since the inequality in (7 . 1 ) is strict if 
expp* �f! # o .  D 

THEOREM 7 . 1 . Let p E lVI, and choose E > 0 so that expp : UE ---+ expp (UE) 
is a diffeomorphism, where UE = {v E lVIp I I v I < E} is the open ball oj radius 
E centered at 0 E lVIp .  For v E UE , denote by Cv : [0 , 1] ---+ lVI the geodesic in 
direction v, Cv (t) = expp ( tv ) .  Then Jor any piecewise-smooth curve c : [0 , 1] ---+ 
M with c(O) = cv (O) = p and c(l )  = cv ( l )  = q, the length oJ c is at least as great 
as that oj Cv ,  and is strictly greater unless c equals Cv up to repammetrization. 
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PROOF.  For u E Ue , denote by "Iu the ray t f---+ tu . Suppose first that the 
image of c is contained inside expp ( Ue ) ,  so that there exists a lift "I of c in Ue ; 
i . e . , c = expp 0"1 , "1 (0) = 0, "1 ( 1 ) = v .  By Lemma 7 .2 , L (c) ?: L(cv ) .  We claim 
that if c is not a reparametrization of Cv , then for some t E [0 , 1 ] ' 7 is not radial 
(and therefore L(c) > L(cv ) by the same lemma) : Otherwise , 

(7 .2) Lh) = 1 1
17 1 = 1 1 

17r l = 1 1 
1"1 1 ' = 1"1 ( 1 ) 1 

as in the proof of Lemma 7 .2 .  On the other hand, there exists to E (0 , 1 )  such 
that "I(to ) tI. {sv I s E [0 , l ] } . Then 

L("f) = Lh l [o ,to j ) + Lh l [to , l j ) ?: 1 "I (to ) 1 + 1 "1 ( 1 )  - "I(to ) 1 > 1 "1 ( 1 ) 1 ,  
which contradicts (7 .2) . This establishes the result if the image of c lies in 
expp (Ue ) . Next , suppose c is not entirely contained inside expp (Ue ) ,  and let 
b = sup{ t I c[O, t] c expp (Ue ) } . There must exist some to E (0, b) such that 
Vo := (expp l uJ - 1 c(to ) has norm greater than that of v .  Then 

L(c) ?: L(c l [o ,to j ) ?: I vo l > I v l = L(cv ) .  
D 

Recall that a distance function on a set lV! is a function d : lV! x lV! ---+ IR 
satisfying 

( 1 )  d(p , q) = d(q , p) , 
(2) d(p, q) ?: 0, and = 0 iff p = q, and 
(3) d(p, q) ::; d(p, r) + d(r, q) , (the triangle inequality) 

for all p, q, l' E lV!. '''Then d is a distance function on a topological space lV!, 
(M , d )  i s  called a metric space i f  the open balls Be (P) = {q E M  I d(p , q ) < E } 
of radius E > 0 around p E lV! form a basis for the topology o f  lV!. 

Suppose lV! i s  a connected Riemannian manifold, and define a map d : 
M x M ---+ IR by 
(7 .3) d(p , q) = inf{L(c) I c :  [0 , 1 ] ---+ M, c(O) = p , c(1) = q} ,  

where c is assumed to be piecewise-smooth. 

PROPOSITION 7 . 1 . Let lV! be a connected Riemannian manifold, If d is the 
function defined in (7 .3) , then (lV!, d) is a metric space, 

PROOF.  We first check that d is a distance function on lV!. The only axiom 
that requires some work is: If d(p, q) = 0, then p = q. So consider the ball Ue 
around 0 in lV!p ,  where E > 0 is small enough SJ that expp : Ue ---+ expp (U e) 
is a diffeomorphism. Then q E expp (Ue ) , since any curve from p which is not 
contained in expp (Ue) has length greater than or equal to E by the proof of 
Theorem 7 . 1 . By that same theorem, 
(7.4 ) 
Thus, q = expp 0 = p . 

'''Te show next that the distance function is continuous on lV! x lV!: If 
Pn ---+ p, then d(p , Pn) ---+ 0 by (7 .4) and the continuity of I (expp l uJ -1 1 . Now, 
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if (Pn , qn ) ---+ (p, q) E J"\![ x M, then 
d(p, q) - d(p, Pn) - d( q, qn) ::; d(Pn ' qn ) ::; d(Pn ' p) + d(p, q) + d( q, qn ) 

by the triangle inequality, and d(Pn , qn ) ---+ d(p, q) . Since d is continuous , each 
E-ball B, (p) around P E J"\![ is open. It remains to show that any neighborhood 
of P contains such a ball. This in turn will follow once we establish that 
(7 .5) 
where, as usual, E is chosen so that expp l u, is an imbedding. Now, expp (U, )  c 
B, (p) by (7.4 ) . Furthermore , expp (U, )  is open. In order to prove (7 .5) , it 
therefore remains to show that expp (U,) is closed in B, (p) , since the latter, 
being path-connected, is also connected. So let qn E expp (U,) , qn ---+ q E BE (p) , 
Vn := (expp I UJ - 1 (qn) . {vn } is a bounded sequence in the vector space J"\![p ,  
and contains a subsequence that converges to ,  say, v .  Denoting the subsequence 
by Vn again, we have Iv I = lim l vn I = lim d(p, qn) = d(p, q) by continuity of d, 
so that I v i < E. But q = expp v by continuity of the exponential map , and we 
conclude that q E expp (U' ) ;  i . e . , expp (U') is closed in B, (p) . D 

DEFINITION 7. 1 .  The injectivity radius injp at P E J"\![ is the supremum of 
the set of all E > 0 for which U, lies in the domain of expp ' and expp l u, is 
injective . The injectivity radius of a subset A C J"\![ is 

inj.4 = inf{injp I p E A} .  
LEMMA 7 . 3 .  If A C J"\![ is compact, then inj.4 > O . 
PROOF .  By Theorem 4 . 1  i n  Chapter 4 ,  there exists an  open neighborhood 

U of the zero section {Op I p E A} in TJ"\![ IA on which (7f , exp) is an imbedding. 
By compactness of A, there exist PI , . . .  , Pk E A and E1 , . . .  , Ek > 0 such that the 
sets B,; j 3 (Pi ) cover A and B,, (Pi ) x B,, (Pi ) C (7f , exp) (U) . If q is an arbitrary 
point of A, then q E B,; j 3 (Pi ) for some i. Then eXPq is invertible on U2' ; j 3 , so 
that inj q :::: 2Ei /3 .  Thus, injA  :::: E, where E := min1«:: i«:: k {2Ei/3} > o .  D 

A geodesic c :  [O , b] ---+ M is said to be minimal if d (c (O) , c (b ) )  = L(c) . 
Recall that U, C J"\![p denotes the open ball of radius E centered at Op E Mp . 

LEMMA 7 .4 .  If U, is contained in the domain of expp for E > 0, then p can be 
joined to any q E B, (p) by a minimal geodesic. In particular, expp : U, ---+ B, (p) 
is surjective. Furthermore, each open ball B8 (p) in J"\![ has compact closure for 
0 <  r5 < E .  

PROOF .  For each r5 E (0 ,  E) , denote by C8 the subset of B8 (p) consisting 
of all points q that can be joined to P by a minimal geodesic. The lemma will 
follow once we establish that 

( 1 ) C 8 is com pact, and 
(2) C8 = B8 (P) · 

For ( 1 ) ,  we only need to show that C8 is closed ,  since it is contained in the com­
pact set expp (U8 ) .  So let q belong to the closure of C8 , and consider a sequence 
{qn } in C8 converging to q. If Vn denotes a vector in U8 with I vn l = d(p, qn) and 
exp vn = qn , n E N, then {vn } contains a subsequence that converges to some 
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v in U6 · By continuity of expp , expp v = q , and by continuity of d , I v l  = d(p, q) . 
Thus, q E C6 , and C6 is closed. 

For (2) , consider the set I = {6 E (0 ,  c) I C6 = B6 (P) } .  I contains a 
neighborhood of 0 in (0 , c) by Theorem 7 . 1 .  '''Te will show that I is both open 
and closed in (0, c) , so that 1 =  (0, c) , thereby establishing (2) . To see that I 
is closed ,  let 60 E (0 ,  c) be such that 6 E I for all 6 < 60 . Then C6 = B6 (P) 
for 6 < 60 ,  and thus , B60 (P) C C60 · Since C60 is compact, B60 (P) C C60 . The 
reverse inclusion is always true by definition, so that I is closed .  To see that I 
is open, let 60 E I. By Lemma 7 .3 ,  there exists a > 0 such that inj c80 = a . Let 
a' = min{a , c - 60 }  > O. We claim that 60 + a' E I (so that I being an interval, 
is open) . It actually suffices to show that B60+a/ (P) C C60+a/ , since the latter 
set is closed. Furthermore , we know that B60 (p) C C60+a/ , so we only need to 
establish that 

B60+a/ (p) \ B60 (p) C C60+a/ . 
Consider to this end a point q belonging to the left side, and a sequence of 
curves Cn : [a , b] ---+ JVI from p to q such that L(cn) < d(p, q) + lin . By the 
intermediate value theorem, there exists tn E (a ,  b) with d(p, Cn (tn ) )  = 60 , and 
the sequence Tn := C,, (tn ) subconverges to some l' at distance 60 from p. Then 
(7 .6) d(p, q) = d(p, 1') + d(1' , q) . 
Indeed ,  L(cn) � d(p, 1'n ) + d(1'n , q) , so that by construction of Cn , 

1 
- + d(p, q) � d(p, Tn ) + d(1'n , q) . 
n 

Furthermore, for each n E N, there exists k > n such that d(1'k , 1') < lin . Then 
3 2 
- + d(p, q) � - + d(p, 1'k ) + d(1'k , q) 
n n 

> d(p, 1'k ) + d(1'k , 1') + d(1', 1'k ) + d(1'k , q) 
� d(p, 1') + d(1', q) . 

Since this holds for arbitrary n, d(p, q) � d(p, 1') + d(1', q) , which proves (7 .6) . 
Now, l' E B60 (p) , so there exists a minimal geodesic Co from p to 1'. There is 
also a minimal geodesic C1 joining l' to q because d(1', q) < a' by (7 .6) . The 
composition Co * C1 is then a piecewise-smooth curve from p to q realizing the 
distance between them. By Theorem 7 . 1 ,  Co * C1 is locally (and hence globally) , 
up to reparametrization, a normal minimal geodesic fi·om p to q .  D 

vVe defined earlier a complete Riemannian manifold jVf to be one with 
complete Levi-Civita connection, so that geodesics of jVf are defined on all of 
lR. On the other hand, (lVf, d) is a metric space, and such a space is said to 
be complete if every Cauchy sequence in jVf converges (a sequence {Pn } is said 
to be a Cauchy sequence if for any c > 0 ,  there exists some natural number N 
such that d(Pn , Pm) < c whenever n, 111. > N) . The next fundamental result 
implies that both concepts of completeness agree : 

THEOREM 7 .2 (Hopf-Rinow) . Let jVf be a connected Riemannian manifold 
with distance function d. The following statements are equivalent: 

( 1 )  jVf is complete as a metric space. 
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(2) For each p E lVI, expp is defined on all of lVIp . 
(3) Any bounded set B C lVI is relatively compact; i. e . ,  B has compact 

closure. 
Furthermore, any one of the above conditions implies: 

(4) Any two points in lVI are joined by a minimal geodesic. 
PROOF.  (3) =} ( 1 )  Since a Cauchy sequence is bounded, it lies inside a 

compact set, and therefore converges .  
( 1 ) =} (2) Let v E T  lVI, and consider the maximal integral curve , : I ---+ 

TM of the geodesic spray 5 with ,(0) = v ,  so that exp (tv) = (7r 0 ,) (t) . We 
claim that [ 0 , (0) C I . Now I is open, contains a neighborhood of 0 ,  so it suffices 
to show that I is closed relative to [0 ,  (0) ;  i . e . ,  if [0 ,  s) C I, then [0, s] C I. By 
Exercise 18 in Chapter 1 ,  we only need to consider a sequence { In } in [0, s) 
that converges to s , and establish that Vn := ,( tn ) sub converges in TlVI; but 
the sequence Pn := 7r( vn ) is Cauchy, because 

d(Pn , PmJ = d (exp (lnv ) , exp (lmv ) )  ::; I tn - tm l v .  
Thus, {Pn } converges to some P E lVI. Since I vn l = lv i , the sequence {vn } 
lies inside the total space of some sphere bundle 7r : 5r (TlVI) ---+ lVI of radius 
l' = I v l over lVI. In fact ,  since 7r (vn) ---+ P, {7r(vn ) }  lies inside some compact 
neighborhood C of p. Then {vn } is contained inside the compact set 7r- l (C) ,  
and must have a convergent subsequence. 

(2) =} (3) This follows from Lemma 7 .4 ,  since any bounded set B must 
be contained in a metric ball Br (P) for large enough 1' . If Br (P) has compact 
closure , so does B.  

(2) =} (4) Immediate from Lemma 7 .4 .  D 

EXERCISE 130 .  Let lVIl be a Riemannian submanifold of lVI2 ,  and denote 
by di the distance function on lVIi .  

(a) Prove that d1 (p, q) � d2 (p , q) for P, q in M1 , and give an example where 
strict inequality occurs. 

(b) Show that Ml is totally geodesic in M2 iff d1 = d2 locally. 
EXERCISE 131 . Determine injM and injp for P E lVI, if 
(a) M = ]Rn , (b) M = ]Rn \ {O} ,  ( c )  M = 5n . 

EXERCISE 132 .  Let lVI be complete .  
(a )  Show that a closed Riemannian sub manifold of lVI is complete. 
(b) Given P E M , A e M, define 

d(p, A) := inf{d(p , q) I q E A} . 
If d(p, A) = 0, does it necessarily follow that p E A? Show that if A is closed, 
then there exists a point q E A such that d(p, q) = d(p, A) . 

EXERCISE 133 .  Let 7r : lVI ---+ B be a Riemannian submersion. 
(a) By Exercise 1 18 ,  if lVI is complete ,  then so is B. Is the converse always 

true? 
(b) Given B ,  C C lVI, define 

d(B ,  C) := inf{d (p , q) I p E B, q E C} . 
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Prove that if M is complete, then the fibers 7r-l (bl ) ,  7r- l (b2 ) over any two 
points bl , b2 in B are equidistant ; i . e . ,  for Pi E 7r-l (bi ) ,  

EXERCISE 1 34 .  Show that statement (2) in Theorem 7 .2 is equivalent to :  
(2 ' )  There exists some P E A1 for which expp is defined an all of Mp . Hint: 
Show that (2') implies completeness of M: Given a Cauchy sequence {qn} in 
M, let Vn E 111p so that expp Vn = qn , and Ivn l = d(p, qn) .  Observe that {vn} is 
bounded. 

8. First and Second Variation of Arc-Length 

Consider a normal (i . e . , unit-speed) geodesic c : [0 , a] ----+ M in a Riemannian 
manifold 111, and a variation V : [0 , a] x J ----+ M of c, where J is an interval 
containing O. We assume that c = V 0 �a ,  where �s : [0 ,  a] ----+ [0 ,  a] x J maps t 
to (t, s) for s E J. The length function L : J ----+ IR of V is defined by 

i . e . , L( s) is the length of the curve t >--+ V ( t ,  s) . Let Y be the variational 
vector field along c given by Y(t) = V* D2 (t ,  0) , Y� = Y - (Y, e) its component 
orthogonal to c. The derivative \7 D Y will be denoted Y' . The following theorem 
will enable us to compare the length of c with that of nearby curves: 

THEOREM 8 . 1 .  With notation as above, 
( 1 )  L'(O) = (Y, e) (t ) l o , and 
(2) LI/ (O) = (fa

a 
W L I 2 - (R(Y� , e) e , Y� ) )  + (\7 D2 V* D2 (t, 0) , e(t) ) 1 0 '  

PROOF.  B y  continuity of IV* DI I and compactness of [0 , a] , there exists an 
interval I C J around 0 such that V* Dl (t , s )  # 0 for all ( t , s )  E [O , a] x I. Then 
L is differentiable on I, and for s E I, 

( 8 . 1 )  L' (s) = r (\7 D, V* D2 , V* Dl ). (t, s) dt . 
Jo I V* DI I 

'''Then s = 0, IV* DI I = l e i = 1 ,  and 

which establishes ( 1 ) .  
Differentiating (8 . 1 )  yields 
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and the integrand may be rewritten as 

(VD2 VDl V* D2 , V* D1 ) + (VDl V* D2 , VD2 V* D1 ) 
IV* D1 1 

(VDl V* D2 , V* D1 ) (VD2 V* D1 , V* D1 ) 
I V* Dl I 3 

(VD2 VDl V* D2 , V* D1 ) + IVDl V* D2 1 2 

IV* D1 1 
(V Dl V* D2 , V* D1 ) 2 

I V* Dl I 3 
'''Then s = 0, Y(t) = V* D2 (t ,  0) . Yl = Y' - (Y' , c) c , and 
(8 .2) 
I Yl I 2 (t) = ( I Y' 1 2 - (Y' , c) 2 ) (t) = I VD, V* D2 1 2 ( t , 0) - (VDl V* D2 , V* D1 ) 2 ( t ,  0) . 

Furthermore, 
(R(YL , c) c , Yd (t) = (R(c, Y)Y, c) (t) 

so that 

= ( (V Dl V D2 V* D2 , V* D1 ) - (V D2 V Dl V* D2 , V* D1 ) ) (t ,  0) 
= (D1 (VD2 V* D2 , V* D1 ) - (VD2 VD, V* D2 , V* D1 ) ) (t ,  0) , 

(V D2 V D, V* D2 , V* D1 ) (t, 0) = Dl (t, O) (V D2 V* D2 , V* D1 ) - (R(YL , c) c , Yd (t) . 

Together with (8 .2) ,  and the fact that I V* D1 1 ( t , 0) = 1 ,  this implies 

LI/ (O) = la 
(Dl ( t ,  0) (V D2 V* D2 , V* D1 ) )  - (R(YL , c) c , Yd (t) + IYl I 2 (t )  dt, 

which establishes (2) .  D 

The following is an immediate consequence: 

COROLLARY 8 . 1 . Suppose V : [0 , a] x J ---+ M is a variation of c with fixed 
endpoints; i. e . ,  V(O ,  s) = c(O) and V(a ,  s) = c(a) for all s E J. Then 

L' (O) = 0, 

EXAMPLES AND REMARKS 8 . 1 . (i) Theorem 8 . 1 generalizes to a larger 
class of variations: A continuous map V : [0 , a] x J ---+ M is said to be a 
piecewise-smooth variation of c if there exists a partition to = 0 < t l < . . .  < 
t" = a of [0 , a] such that each 11; := Vj[o ,al x [ti - " t i l  is a variation of c[ti - l , t i l . 
Define a continuous vector field V* D2 along V by V* D2 ( t ,  s) = 11;* D2 ( t ,  s )  
for t E [ti- l , ti l · Then t >--+ Y(t )  := V* D2 (t , 0) i s  a piecewise-smooth vector 
field along c, and Y' a (not necessarily continuous) vector field along c, if we 
define Y' (ti ) = VD2 (ti ,0 ) 1I;- h D2 . Let Yi :=  y[ti - l ,t, j , Yi.L :=  Yi - (Yi , c) c. By 
Theorem 8 . 1 ,  

" 
L' (O) = L (Yi , c) (t) I ;: _ l = (Y, c) (t) l g , 

i=l  
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since li (ti) = Yi+1 (ti ) ,  and 

LI/ (O) = 1; (lt� l 1 �/-L 1 2 - (R(Yi-L , c) c , Yi-L )) + (\7 D2 Vi. D2 ( t ,  0) , c(t) ) l ;i_ 1 

(la I Yl l 2 - (R(Y-L , c) c' Y-L )) + (\7D2 Vh D2 (a , 0) , c(a) ) 

- (\7D2 V} < D2 (0 , 0) , c(0) ) . 

(ii) '''Te saw in (i) that a piecewise-smooth variation V of c induces a (like­
wise piecewise smooth) variational vector field t I---> Y(t) := V. D2 (t ,  0) along c. 
Conversely, any piecewise-differentiable vector field 1'" along c induces a vari­
ation V of c with Y(t) = V. D2 (t ,  0) : By continuity of 1'" and compactness of 
[0 , a] , there exists an interval J around 0 such that sY(t) lies in the domain of 
exp for all (t, s )  E [0 , a] x J. Define V : [0 , a] x J ----+ M by V(t, s) = exp (sY(t) ) .  

(iii) Let V b e  a variation with fixed endpoints o f  a geodesic c i n  a space of 
non positive curvature K ::; O .  By Corollary 8 . 1 ,  

L' (O) = 0 ,  

so  that all nearby variational curves (i .e . , V 0 � s for sufficiently small s) are at 
least as long as c. 

(iv) Recall from Exercise 1 26 that to E [0 , a] is said to be a conjugate point 
of a geodesic c : [0, a] ----+ JVI if there exists a nontrivial Jacobi field Y along 
c that vanishes at 0 and to . Suppose c : [0, a] ----+ JVI is a normal geodesic 
without conjugate points. We claim that for any piecewise-smooth variation 
V : [0 , a] x J ----+ JVI of c with fixed endpoints ,  all nearby curves are longer than 
c; more precisely, there is an interval I c J around 0 such that L(O) ::; L( s)  
for all s E I, and L(O) < L(s ) if the curves Vs :=  V 0 �s and Vo = c are not 
reparametrizations of each other. To see this, let p = c(O) .  By Exercise 126 ,  
expp has maximal rank on the compact set C = { tc( 0) I 0 ::; t ::; a} in Mp , 
so that expp is a local diffeomorphism from a neighborhood of C in Mp onto a 
neighborhood U of the image of c in M. Choose an interval I c J around 0 so 
that V([O ,  a] x 1) is contained in U. Then for each s E I, there exists a curve 
,,!s in Mp from 0 to ac(O) such that exp O"!s = Vs .  The claim now follows from 
Lemma 7 .2 .  

,,,Then, in addition, c i s  injective, then expp maps a neighborhood of  C 
diffeomorphically onto a neighborhood U of the image of c, so that any curve 
in U from p to c( a) which is not a reparametrization of c must be longer than 
c. There may, however , be curves from p to c( a) that leave U and are shorter 
than c; this occurs for example on a fiat torus or on a cylinder. 

Denote by r c the space of piecewise-smooth vector fields 1'" along c such 
that (y, c) = O .  

DEFINITION 8 . 1 .  The index fOTm of  a normal geodesic c : [0 , a ]  ----+ M is  the 
symmetric bilinear form I : re x r c ----+ lR given by 

I(X, 1"') = la (X' , 1"" ) - (R(X, c) c, Y-;' 
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Notice that if V : [0 , a] ----+ M is the canonical variation of c induced by some 
Y E rc from Examples and Remarks 8 . 1 ,  then L'(O) = 0, and L" (O) = I(Y, Y) , 
since each curve s f---+ V(t ,  s) = exp (sY(t) )  is a geodesic, so that \7 D2 V*D2 = O .  

Let u s  denote by  r� the subspace consisting o f  those Y in r c that vanish at 
o and a. The index form is , in general, degenerate on both spaces. In fact ,  the 
next lemma characterizes the space of Jacobi fields as the degenerate subspace 
of the index form on r� : 

LEMMA 8 . 1 .  For Y E r� ,  Y is Jacobi if and only if I(Y, X) = 0 for all 
X E r� . 

PROOF.  If Y is Jacobi, then 

I(Y, X) = la 
(Y' , X') - (R(Y, c) c, X) = la 

(Y' , X') + (y" ,  X) 

= la
(y" X) ' = (Y' , X) (t) l g  = O .  

Conversely, suppose Y E r� satisfies I(Y, X) = 0 for all X E r� . Assuming first 
that Y is differentiable, we have 

0 = I(Y, X) = la 
(Y' , X') - (R(Y, c) c, X) 

= (Y' , X) (t) l g - la 
(Y" + R(Y, c) cX) 

= - la
(Y" + R(Y, c) c, X) .  

Let f be a smooth function on [0 ,  a] , with f positive on (0 ,  a) , and 1 (0) 
f (a) = o. Then X := f (Y" + R(Y, c)c) E r�, and 

o = I(Y, X) = -la 
f lY" + R(Y, C) C 1 2 , 

so that Y" + R(Y, c) c = 0, and Y is a Jacobi field. If Y is only assumed to be 
piecewise-smooth, then by a similar argument , there exists a partition 0 = to < 
t 1 < . . .  < tn = a such that each Yi := 1IIti- 1 , ti l is Jacobi. Fix j E { I ,  . . .  , n - l } , 
and consider a vector field Xj E r�  such that Xj (tj ) = Yj+1 (tj ) - Yj (tj ) ,  and 
Xj (ti ) = 0 if i i- j .  Since each Yi is Jacobi, 

k 

0 =  I(Y, Xj ) = L(1':;' , Xj ) (t) I � :_ l = - (Yj+1 , Xj ) (tj ) + (Yj , Xj ) (tj ) 

= - (Yj+1  - Yj , Xj ) ( tj ) = - IYj+1 - Yj I 2 (tj ) .  
Thus, Yj (tj ) = Yj+1 (tj ) .  Since Jacobi fields are determined by their value and 
that of their derivative at one point, Y is smooth on [0 ,  a] . D 

THEOREM 8 . 2 .  Let c : [0, a] ----+ M be a normal geodesic. The index form of 
c is positive definite on r� if and only if c has no conjugate points. 

PROOF.  Suppose c has no conjugate points, and let Y E r� . By Examples 
and Remarks 8 . l (iv) , the length function of the canonical variation induced by 
Y has a minimum at 0, so that I(Y, Y) = L" (O) � O. Suppose I(Y, Y) = O. For 
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any c E lR and Z E r� , 0 ::; I(Y - cZ, Y - cZ) = -2cI(Y, Z) + c2I(Y, Z) . This 
can only happen if I(Y, Z) = 0 for all Z E r� , and by Lemma 8 . 1 ,  Y is a Jacobi 
field that vanishes at 0 and a. Since c has no conjugate points, Y == O .  

For the converse, suppose c has a conjugate point t o  E (0 ,  a] . Let Y be a 
nontrivial Jacobi field that vanishes at 0 and to , and define a piecewise-smooth 
vector field X along c by X (t) = Y(t) if t ::; to , X (t) = 0 if t ?: to . Then 
I(X, X) = 0, and I is not positive definite on r� . D 

COROLLARY 8 . 2 .  If c : [0, a] ---+ lV! is a normal geodesic with a conjugate 
point to < a ,  then c is not minimal. 

PROOF.  It suffices to construct a variation V with fixed endpoints of c such 
that L( s) < L(O) for small s. By hypothesis , there exists a nontrivial Jacobi 
field Y along c with Y(O) = 0, Y(to)  = O. Observe that Y E re , that is , Y 
is orthogonal to c: By the remark following Definition 6 . 1 ,  (Y, c) ' is constant . 
Thus, (Y, c) is a linear function that vanishes at 0 and at to , and must be 
identically zero. Now, Y' (to)  # 0, for otherwise Y would be trivial; so consider 
the parallel vector field E along c with E(to)  = -Y' ( to ) ,  and define X E r� by 
X = fE, where f is a function satisfying f (O) = f (a) = 0, f (to)  = 1 .  Finally, 
for a > 0 ,  let Y", E r� be given by 

Then 

Y", (t) = {Y(:) + aX (t) , 
a-"\' (t)  , 

if t ::; to , 
if t ?: to . 

I(Y", , Y", ) = ltD (Y' + aX' ,  y' + aX') - (R(Y + aX, e) e, Y + aX) 

+ la (aX' ,  aX') - (R(aX, e) e, aX) to 
= (Y, y') ( t )  I bD + 2a (X, y') ( t) I �D + a2 I( x, X ) , 

Sll1ce Y is Jacobi. Thus, I(Y", , Y",) = a2I(X, X)  - 2a (Y' , Y') (to) < 0 i f  a is 
small enough. The canonical variation of c induced by Y", has 0 as a strict 
maximum of its length function. D 

EXERCISE 135 .  Suppose V : [ 0 ,  a] x J ---+ lV! is a variation with fixed 
endpoints of c. Show that if all curves Vs = V 0 �s are geodesics, then they have 
the same length, and a is a conjugate point of each and everyone of them. 

EXERCISE 136 .  Let c : [0 ,  a] ---+ lV!n be a geodesic with no conjugate points. 
(a) Show that for any X E re , there exists a unique Jacobi field Y with 

Y(O) = X (O) and Y(a) = X(a) . Hint: Recall that the space of Jacobi fields 
along c is 2n-dimensional. 

(b) Prove that for X and Y as in (a) , I(X, X) > I(Y, Y) if X # Y. Hint: 
I(X - Y, X - Y) > O .  

EXERCISE 1 37 .  Let c : [ 0 ,  a ]  ---+ S� be a normal geodesic 0 n the n-sphere of 
radius p ,  and consider Jacobi fields Y1 , Y2 along c with Y; (O) = 0, �' (O) ..1 e(O) . 

(a) Show that I(Y1 ' Y2 ) = (p/2) sin(2a/ p) (Y{ (O) , Yl (O) ) . 
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(b) Conclude that if a < 7rp/2 ,  then I is positive definite on the subspace 
of all X E re with X (O) = O . 

EXERCISE 138 .  Show that the converse o f  Corollary 8 . 2  does not hold; i . e . ,  
give examples o f  geodesics that have no conjugate points, but are not minimaL 

9. Curvature and Topology 

As an application of the index form, we shall discuss two results illustrating 
how the knowledge of the sectional curvatures at every point can sometimes lead 
to an understanding of the large-scale structure of the space. The first one states 
that a manifold with curvature K ::; 0 has Euclidean space as its universal cover. 
The second is that a manifold with curvature bounded from below by a positive 
constant has compact universal cover. For further results in this direction, the 
reader is invited to consult a book that deals more exclusively with Riemannian 
geometry. Reference [31] , for example, is a modern and thorough account of 
the subject . 

By Example 6 . 1 ,  a normal geodesic in a space of constant curvature ", has 
7r / JK as conjugate point if ", > 0, and no conjugate point if ", ::; O. This seems to 
suggest that the more curved the space, the earlier conjugate points occur. This 
is indeed the c::,se , and it can be phrased more precisely in terms of the index 
form� Let lV!, lV! be Riemannian manif o�ds of the same dimension n � 2, p E lV! ,  
P E lV! . Given unit vectors u, u i n  lV!p ,  lV!p respectively, choose a linear isometry 
� : lV!p ---+ ifp with m = u, and denote by c : [0 , a] ---+ lV! (resp. C : [0 , a] ---+ if) 
the geodesic given by c(t) = expp (tu) (resp. c(t) = expp (tu) ) .  

Next , we construct an isomorphism L : r e ---+ r c as follows: For t E [0 , a] , 
let Lt : lV! c(t) ---+ J1lrc(t) denote the isometry PO,t 0 � 0 ?t,o , where ?t,o is parallel 
transl�tion alOl-:g c from lV!c(t) to lV!c(O) , and PO,t parallel translation along c 
from lV!c(O) to lV!c(t) · 

Lt 
--.. lV!c(t) 

t lV!p --.. lV! p 
For X E re ,  define LX E rc by LX (t) = LtX(t ) . To see that L is an isomor­
phism, consider an orthonormal basis U l , . . .  , Un- l of u� ,  and denote by Ei the 
parallel vector field along c with Ei (0) = Ui , 1 ::; i ::; n - 1 .  Similarly, let Ei 
be the parallel field along c with Ei (0) = mi . Any X E re can be written as 
X = L:i liEi , where Ii = (X, Ei ) ,  and by definition of L, 

( 9 . 1 )  

I t  follows that L i s  an  isomorphism. 

LEMMA 9 . 1 .  With notation as above, suppose that Kc(t) ,v ::; Ki5(t) ,Ltv JOT 
all t E [0 , a] , v E Me(t) . Then I(X, X) � I (LX, LX) JOT any X E re ' 
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PROOF.  By (9 . 1 ) ,  (LX, LY) = (X, Y) , and (LX) ' = L(X') for all X,  
Y E re ' I f  X (t) # 0 ,  then 

(R(X, c) c, X) (t) = Kc(t) ,x (t) (X, X) (t) ::; Kt;(t) , LX(t) (LX, LX ) (t) 
= (R(LX, �) �, LX) (t) ,  

whereas both sides are zero if X (t) = 0. Thus, 

I(X, X) = la (X ' ,  X') - (R(X, c) c, X) � la ( (LX) ' ,  (LX) ') - (R(LX, �) �, LX) 

= I(LX, LX) . 

D 

THEOREM 9 . 1 . Let c : [0 ,  a] ----+ lVI be a normal geodesic in a Riemannian 
manifold with sectional curvature K. 

( 1 ) If K ::; 0, then c has no conjugate points. 
(2) If K ::; �, where � > 0 ,  and L (c) < 1':/"jK" then c has no conjugate 

points. 
(3) If K � � > 0 ,  and L( c) � 1':/ "jK" then c has a conjugate point. 

PROOF.  Statement ( 1 ) follows from (2) by taking � > ° arbitrarily small; 
see also Exercise 127 . For (2) , let if denote the sphere of constant curvature 
� in Lemma 9 . 1 . For X E r� ,  LX E r� , and I(X , X) � I(LX , LX) . Since c 
has no conjugate points, the claim follows from Theorem 8 . 2 . Statement (3) is 
argued as in (2) , after interchanging the roles of M and i!J. D 

THEOREM 9 . 2 (Hadamard, Cartan) . Let lVIn be a complete Riemannian 
manifold with sectional curvature K ::; 0. Then the universal cover of lVI is 
diffeomorphic to ]Rn . 

PROOF .  The statement follows once we show that expp : Mp ----+ M is 
a covering map for any p E lVI. Since (lVI, g) has non positive curvature, its 
geodesics have no conjugate points, and expp has maximal rank everywhere . Let 
i!J denote the Riemannian manifold Mp together with the metric exp; g. Notice 
that for v E lVIp ,  the ray t f---+ tv through the origin is a geodesic, since expp is 
isometric. By Exercise 134 ,  i!J is complete .  Given q E M and E E (0 ,  inj q ) , expp 
maps the open ball Bc (u) of ra�ius E centered at any U E exp; l (q) onto Bc (q) , 
because expp is isometric and lVI is complete .  Furthermore it is one-to-one on 
this ball, since E < inj q . Thus, Bc (q) is evenly covered by expp , and the latter 
is a covering map. D 

THEOREM 9 . 3 (Bonnet, Myers) . Let lVIn be a complete Riemannian mani­
fold with sectional curvature K � � > 0. Then d(p, q) ::; 1':/"jK, for all p, q E M . 
In particular, lVI is compact and has finite fundamental group. 

PROOF.  By Theorem 9 . 1 ,  any geodesic in M of length greater that 1':/"jK, 
has a conjugate point to E (0 , 1':/ "jK,) , and cannot be  minimal by Corollary 8 . 2 . 
On the other hand, any two points of  M are joined by a minimal geodesic 
because M is complete. This show that the diameter diam(M) = sup{d(p , q) I 
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p, q E M} of J"\![ cannot exceed 7r / -J"K. By the Hopf-Rinow theorem, M is 
compact. _ _ 

If p : J"\![ ---+ J"\![ denotes the universal covering map, endow J"\![ with the 
unique differentiable structure for which p becomes smooth. The above ar­
gument may now be applied to the complete Riemannian manifold UVI, p' g) , 
where 9 is the metric of J"\![. Thus , if is compact , and the fiber 7r1 (J"\![) of p is 
finite .  D 

EXERCISE 139 . Generalize Myer 's theorem to Riemannian manifolds whose 
Ricci curvature satisfies Ric(x) ?: (n - 1 )K:: > 0 for all I x l  = 1 ,  as follows: 
Let c : [0 ,  7r / JKl ---+ J"\![ be a normal geodesic, and consider parallel orthonor­
mal vector fields E1 , . . .  , En- 1 along c, with (Ei ' c) = O. Define Xi E r� by 
Xi (t) = sin(yiit)Ei (t) . Prove that ZJ(Xi , Xi) = 0, and conclude that c has 
a conjugate point. 

EXERCISE 140 .  Show by means of an example that the conclusion of Myers' 
theorem no longer holds if one only requires that K > O .  

EXERCISE 141 . A normal geodesic c : lR ---+ J"\![ is  said t o  be  a line if 
d(c(t ) , c(t' ) )  = I t - t' l  for all t, t ' E lR. Prove that in a complete, simply 
connected manifold of nonpositive curvature, every normal geodesic is a line . 

EXERCISE 142 . A normal geodesic c : [ 0 ,  =) ---+ J"\![ is said to be a ray if 
d( c(O) , c( t ) )  = t for all t ?: o. Show that if M is complete and noncompact , then 
for any p E J"\![, there exists a ray c with c(O) = p. Is the statement necessarily 
true if one replaces "ray" by "line" ? 

10 .  Actions of Compact Lie Groups 

In this section, we will prove (a somewhat stronger version of) Theorem 14 .2 
in Chapter 1 . Let G be a compact Lie group acting on J"\![ via /-l : G x J"\![ ---+ J"\![. 
'''Then there i s no  risk o f  confusion, we write g(p) instead o f  p(g, p) . Recall that 
the orbit G(p) of p E M is the set {g(p) I 9 E G} ,  and the iso tropy group Gp 
of p is the subgroup consisting of all 9 E G such that g(p) = p. Notice that an 
isotropy group is necessarily closed in G. 

LEMMA 10 . 1 . Let p E J"\![, and se t  H := Gp . Then the map J : G/ H ---+ J"\![ 
given by J (gH) = g(p) is an imbedding onto G(p) . 

PROOF.  The map J is clearly well-defined and bijective onto the orbit of 
p. Since G/ H is compact and J"\![ is Hausdorff, J is a topological imbedding. It 
remains to show that J has maximal rank everywhere . By equivariance of J, it 
suffices to do so at eH; equivalently, we claim that if 7r : G ---+ G / H is projection, 
then x E G e belongs to He whenever x E ker (J 0 7r) .e '  To see this, consider the 
vector field X E g with X (e) = x, and the curve t f-+ c(t) := (J 0 7r) (exp tx) .  
Equivariance of J implies that J 0 7r = /-lg 0 J 0 7r 0 Lg-1 for any 9 E G. Thus, 

c(t) = J. 0 7r* (X (exp tx) )  = t£exp tx* 0 J. 0 7r. 0 Lexp -tx. X (exp tx) 
= t£exp tx. 0 J. 0 7r*X = O .  

exp t x therefore belongs to  H for all t ,  and x E He .  D 
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LEMMA 10 . 2 .  There exists a Riemannian metric on lV! for which the action 
of G is by isometries. 

PROOF.  Given a Riemannian metric ( , ) on M, define a new metric ( , ) by 
� := Ie f, where f (g) = (g.x ,  g.y) . For h E G, ( h-:;;;;;'y) = Ie j, with 
](g) = (g. h .x ,  g.h .y) = f (gh ) .  Thus, (h-:;;;;;'y) = Ie f 0 Rh = Ie f = (x:Y) 
by Proposition 14 . 1 in Chapter 1 .  D 

In view of Lemma 10 . 2 ,  we will from now on assume that G acts by isome­
tries. The following version of the tubular neighborhood theorem will also be 
needed: 

PROPOSITION 1 0 . 1 .  Let N be a compact submanifold of a Riemannian 
manifold M with normal bundle v in M. There exists E > 0 such that exp : 
E(vE ) ---+ BE (N) is a diffeomorphism of the total space E(vE) = {u E E(v) I 
lu i  < E} of the disk bundle vE onto the E-neighborhood BE (N) of N in M. 

PROOF.  Since exp has maximal rank on  the zero section s (N) o f  v and is 
injective on s(N) , there exists ,  by Lemma 1 . 1  in Chapter 3, a neighborhood U 
of s (N) in v such that exp : U ---+ M is a diffeomorphism onto its image. By 
compactness of N, U contains (the total space of) some E-disk bundle v< , and 
exp (v<) C B« N) . It remains to show that exp (v< ) contains B« N) . Consider 
a point q E B« N) . Choosing a smaller E > 0 if necessary, we may assume 
that B« N) has injectivity radius larger than E. By Exercise 132 ,  there is a 
point p E N  such that d( q, N) = d( q, p) , and thus a minimal normal geodesic 
c :  [0, a] ---+ M from q to p. It must be shown that c(a) ..1 Np ; if not , choose a 
curve ,,/ : (-6, 6) ---+ N with ,,/(0) = p and (1'(0) , c(a) ) < O .  For small enough 6 ,  
the image of "/ lies inside the E-neighborhood of q ,  so that "/ may be lifted via 
eXPq to a curve l' in lV!q .  

Consider the variation V : [0, a] x (-6, 6) ---+ M of c by geodesics, V (t, s) = 
eXPq (t1'(s) ) ,  and denote by L(s) the length of the geodesic t f-.-.-+ V(t ,  s) . By as­
sumption, L : (-6, 6) ---+ jR+ has a minimum at O. Denoting by Y the variational 
vector field of V, we have by Theorem 8 . 1  

L' (O) = (Y, c) (t) l g = (1'(0) , c(a) ) < 0 ,  
contradicting the fact that L has a minimum at O .  D 

The above proposition can be used to explicitly describe tubular neighbor­
hoods of orbits: 

PROPOSITION 10 . 2 .  Given p E M, denote by H the iso tropy group Gp at 
p, by vp the normal bundle in M of the orbit G(p) = G / H of p, and by v� the 
corresponding disk bundle of radius E .  There exists E > 0 such that the tubular 
neighborhood B< (G(p)) of radius E about the orbit is equivariantly diffeomorphic 
to G X H  U, where U is the fiber of v� over p, and H acts on U by h(u) = h .u .  
(The diffeomorphism is equivariant with respect to the action of G on G x H U 
given by g [a , u] = [ga, u] . ) 

PROOF.  Choose E > 0 so that Proposition 10 . 1  holds for N = G(p) , and 
define F : G X H  U ---+ B« G (p)) by F [g, u] = g o exp u. G is assumed to act by 
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isometries, so that h 0 exp = exp oh, for h E H, and F is well-defined. It is 
clearly equivariant . Furthermore, F is the composition 

where 1> [g ,  u] = g,u . The statement then follows from Proposition 1 0 . 1 ,  once 
we establish that 1> is a diffeomorphism. '''Te claim more, namely that 1> is a 
bundle map covering f : G I H ---+ G(p) , with f as in Lemma 10 . 1 . It is clear 
that 1> covers f, and therefore induces a map G X H  U ---+ E(J' v;) . The latter 
is given by [g, u] >--+ (gH, g,u) , which is smooth, covers the identity, and has 
smooth inverse (gH, u) >--+ [g, g:;- lu] ; it is therefore an equivalence, so that 1> is 
a bundle map. D 

Recall from Section 14 in Chapter 1 that two orbits are said to have the 
same type if there exists an equivariant bijection between them. vVhen all 
orbits have the same type ,  G is said to act by principal orbits. Theorem 14 .2 
(2) in Chapter 1 states that in this case, the orbit space MIG is a differentiable 
manifold, and the projection 71" : M ---+ MIG is a submersion. We are now in a 
position to deduce a stronger result , namely that M ---+ lV! IG is a fiber bundle: 

THEOREM 1 0 . 1 . Let G be a compact Lie group acting on lV!, H a closed 
subgroup of G. If all orbits have type GIH, then the projection 71" :  M ---+ MIG 
is a fiber bundle with fiber GI H and group N(H)I H, where N(H) denotes the 
normalizer {g E G I gH = Hg} of H. 

PROOF.  The previous proposition implies that any point p of M has a 
G-invariant neighborhood equivariantly diffeomorphic to G x H U, where U is 
a metric ball around the origin in the subspace of Mp that is orthogonal to 
the orbit through p.  Consider a point u in U. By hypothesis on the orbit 
type, there exists an equivariant diffeomorphism f GIG [ e ,u [ ---+ GI H. Let 
aH := f (G[e ,u] ) .  Since f is equivariant , f (gG[e ,u] ) = gaH for any 9 E G. If 
we now choose 9 to lie in G[e ,u] , then gaH must equal aH; i . e . ,  a- 1ga E H 
for all 9 E G[e ,u] , and G[e ,u] is conjugate to some subgroup of H. Arguing in 
a similar fashion with f-1 , we conclude that G[e ,u] is conjugate to H. But if 
g [e ,  u] = [e , u] , then [g, u] = [e, u] , so that 9 E H, and G[e ,u] = H. The latter 
implies that [e, u] = [g, u] = [e, gu] ; thus, H acts trivially on U, and G x H U is 
equivariantly diffeomorphic to (GIH) x U. Composing this with the projection 
onto the second factor yields a homeomorphism of a neighborhood of G(p) in 
the orbit space (endowed with the quotient topology) with U, which is an open 
set in a vector space. Thus , lV! IG is a topological manifold. Consider two such 
homeomorphisms originating from the construction in the previous proposition 
by taking PI , P2 in lV! and the fibers Ui of v;: over Pi . The transition function is 
exp;:;- l og 0 expv for some 9 E G, which is differentiable. vVe therefore obtain P2 P I  
a differentiable structure on MIG for which the projection is a submersion. 

Let V; = 7l (exp (Ui ) .  The construction above induces equivariant bundle 
charts (7l , 1>i ) : 7l - 1 (V;) ---+ V; x GI H whose transition function at any point 
is a G-equivariant diffeomorphism of G I H. It remains to show that the group 
Diffc (GIH) of such diffeomorphisms is isomorphic to N (H) IH. To see this, 
observe that if f E Diffc (GIH) , then f (gH) = gaH for some a E G with 
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a- I Ha c H by the argument at the beginning of the proof. We claim that 
a- I H a = H; i . e . ,  a E N(H) : Indeed, if A = { an I n = 0 , 1 , 2 , . . .  } ,  then by 
Lemma 10 . 3  below, the closure A of A contains a- I . Now, the map F : G x G ----+ 
G sending ( b ,  c) to b- l cb is continuous, and by hypothesis , F (A x H) c H. Since 
H is closed, F(A x H) C H. Thus, aHa-l C H, so that H C a- I Ha as claimed. 
Summarizing, any f E Diffc (GIH) has the form f (gH) = ga- lH = (gH) a  
for some a i n  the normalizer o f  H. I t  now easily follows that Diffc (GIH) is 
isomorphic to N(H)IH acting by right multiplication on GIH. D 

LEMMA 10 . 3 .  For any a E G, the closure of the se t  A = { an I n = 
0 , 1 , 2 , . . .  } is a subgroup of G.  

PROOF.  Notice first of all that the closure of a subgroup is again a subgroup 
by continuity of (a ,  b) f---+ ab- l . It suffices therefore to show that a- I E A, or 
equivalently, that any neighborhood of a- I intersects A. Consider the subgroup 
(a) generated by a. If e is an isolated point of (0), then (0) is discrete, and 
being compact, must be finite ,  so that an = e for some n E N. If n = 1 ,  
then a- I = e E A, and otherwise, a- I = an- l E A. S o  assume that e is 
not isolated. If U is a neighborhood of e, then so is V = U n  U-l , where 
U-l := {g- 1 I 9 E U} .  It must therefore contain an for some positive n, so that 
an- l E La- l (V)nA. In other words, if U is any neighborhood of e, then La- l (U) 
intersects A. But then any neighborhood VV of a- I intersects A, because La (W) 
is a neighborhood of e , so that W n A = La- l (La (W)) n A # 0. D 

COROLLARY 10 . 1 .  If G is a compact Lie group acting freely on jVf, then 
7r : jVf ----+ jVf IG is a principal G-bundle. 

The corollary yields an alternative immediate proof of the fact tha t the Hopf 
fibrations , as well as the projections G ----+ G I H for G compact and H closed ,  are 
principal bundles. Neither the theorem nor its corollary remain true when G 
is no longer compact: Consider for example the IR-action on the torus 51 x 51 
given by t (Zl , Z2 ) = (eit zl , eiatz2 ) with a irrational. There do exist criteria 
guaranteeing that certain maps jVf ----+ jVf IG are fib rations for noncompact G. 
One such (see [14] ) is the condition that G act freely and properly ; i . e . ,  any two 
points that do not lie in the same orbit can be separated by open sets U, V, 
with the property that g(U) n V = 0 for all 9 E G; equivalently, the orbit space 
jVf IG is Hausdorff in the quotient topology. 



CHAPTER 6 

Characteristic Classes 

Let � = 1': : E ----+ lVI denote a rank n bundle over lVI with connection 'V 
and curvature R. The Bianchi identity d'V R = 0 from Exercise 94 implies that 
certain polynomial functions in R are closed differential forms on lVI, and thus 
represent cohomology classes in H* (lVI, lR) .  These classes are called character­
istic classes of �, and turn out to be independent of the choice of connection. 

Since the algebraic machinery needed to establish this is fairly involved ,  
we illustrate the process by discussing a simple example : Recall that the trace 
function tr : g [ (n) ----+ lR is invariant under the adjoint action of GL(n) : Given 
A E g [ (n) ,  B E GL (n) ,  tr(AdB A) = tr(BAB-1 ) = tr A (throughout the 
chapter, we identify g [ (n) with the space of n x n matrices) . This elementary 
fact implies that the trace operator induces a parallel section Tr of the bundle 
End(�) * , if the latter is given the connection induced by 'V: Given p E lVI, 
the fiber o f  End(�) over p i s  g[ (Ep ) .  Now choose a basis o f  Ep , that is , an 
isomorphism b : lRn ----+ Ep , and define, for L E g[ (Ep) , 

Tr(p) (L) := tr(b- 1 0 L o b) .  

There is no ambiguity here , for if b is a different basis of Ep , then lVI :=  b-1 o b  E 
GL(n) ,  and b- 1 0 L o b  = lVI( b- 1 o L o b  )lVI-1 has trace equal to that of b- 1 o L o b . 
Thus, Tr is a section of End(�) * . To see that it is parallel, consider a curve c 
in lVI and a basis (3 of parallel sections of � along c. If X is a parallel section 
of End(�) along c, then t f---+ (3(t) - l 0 X (t ) 0 (3(t) is a constant curve in g [ (n) , 
and Tr oc(X) is a constant function. Thus, Tr is parallel along any curve, as 
claimed. 

In general, given a vector bundle TJ over lVI with connection 'V, a section L of 
TJ* assigns to each TJ-valued 1·-form w E Ar (iVI , TJ) on lVI an ordinary differential 
form Lw E Ar (lVI) on lVI of the same degree. For vector fields Xi on lVI, we 
have 

On the other hand, 

+ 2:) - l) i+j (Lw) ( [Xi ' Xj ] ,  Xo ,  . . .  , "",Yi ,  . . .  , "",Yj ,  . . .  , Xr ) .  
i<j 

Xi ( (Lw) (Xo , . . .  , "",Yi ,  . . .  , Xr ) )  = ('Vxi L) (w (Xo , . . .  , "",Yi ,  . . .  , Xr ) )  

+ L'Vx, (w (Xo , . . .  , "",Yi ,  . . .  , Xr ) ) ,  

177 



178 6 . CHARACTERISTIC CLASSES 

so that 

In particular , if L is a parallel section of 7/* , then 
( 0 . 1 ) d o L = L o d'V . 

Returning to our original vector bundle �, the curvature tensor R of the 
connection is an End( �)-valued 2-form on lV!. Then Tr oR is an ordinary 2-form 
on M,  and by Equation (0 . 1 ) together with the Bianchi identity, 

d o  Tr 0 R = Tr od'V 0 R = O . 
In other words , Tr oR represents an element w E H2 (M) . 

PROPOSITION 0 . 3 . The element w E H2 (M) represented by Tr oR is inde­
pendent of the choice of connection. 

PROOF.  Consider connections Hi on � with curvature � ,  i = 1 , 2 .  Let 
I = [0 , 1 ] , and denote by p : M x I ---+ lV! and t : M x I ---+ I the respective 
projections. The bundle p* � then admits connections p*Ho and P*H1 ' with 
corresponding covariant derivatives V' 0 and V' 1 . One easily checks that 

V' := (l - t)V'O + tV'l 

is a covariant derivative on p* �, d. also Exercise 90 in Chapter 4. Furthermore, 
if H and R denote the corresponding connection and curvature, then ��H = Ho , 
�'lH = HI , and similar equations hold for the curvature tensors; here, as usual, 
�s : lV! ---+ lV! x I maps p to (p , s ) .  Now, by (0 . 1 ) ,  the 2-form Tr oR on M is 
closed. The Poincare Lemma then implies that the form 

Tr oR1 - Tr oRo = (�'l - ��) Tr oR = d(I 0 Tr oR) 
is exact . D 

1 .  The Weil Homomorphism 

In order to generalize the example discussed in the prevlOUS section, we 
need some algebraic preliminaries. 

DEFINITION 1 . 1 . A function f : JRn ---+ JR is said to be symmetric if for any 
permutation a of { I , . . .  , n} , f(Aa ( I) , . . .  , Aa (n) ) = f (Al ' . . .  , An) for all Ai E JR. 
The elementary symmetric functions s l , . . .  , sn : JRn ---+ JR are defined by 

sk (A1 , · · · , An ) = L Ail Ai2 . . .  '\ k '  
i l < " ' <ik 

1 ::; k ::; n. 

For example , s l (A1 , . . .  , '\n) = I: i '\i ' and Sn ('\l ' . . .  " \n ) = Il '\i . A 
straightforward induction argument shows that 
(x - '\1 ) ' " (x - An) = xn - SI ('\l , . . .  , An )xn- 1 + . . .  + (- I )n Sn ('\l , ' . " ,\n ) ·  

The polynomials Si may b e  extended t o  en . Notice that they are algebraically 
independent over the reals ; i . e . ,  if p : JRn ---+ JR is a real polynomial such that 

P(S l ('\l , . . .  , ,\n) , . . .  , Sn ('\I , . . .  , ,\n ) )  = 0 
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for all /\ with S j (/\1 , . . .  , ,\n) E lR, then p == O. To see this, let aI , . . .  , an E lR, 
and denote by '\1 , . . .  , '\n E C the roots of the equation 

( 1 . 1 ) 

DEFINITION 1 .2 . A polynomial of degree k on  a vector space V i s  a function 
p : V ----+ lR such that if wI , . . .  , wn is a basis of V* , then there exist ai l . .  ik E lR 
with p( v) = Z ai l ' ' ' i k wi l (V) ' '  ' Wi k (v) for all v E V. 

The coefficients of p may, and will, be assumed to be symmetric in the 
indices. The space of these polynomials will be denoted Pk (V) , and P(V) := 
ffi�oPk (V) i s  then an  algebra with the usual product o f  functions. For example, 
Sk E Pk (lRn ) . In fact ,  any symmetric polynomial f on lRn is a function of 
SI , . . .  , Sn : Given aI , . . .  , an E lR, let /\1 , . . .  , /\n denote the corresponding roots 
of ( 1 . 1 ) ,  and define F : lRn ----+ lR by F(al , . . .  , an) = f(/\I , . . .  , ,\n ) . Then 

f (Xl , . . .  , xn ) = F (S I (Xl , . . .  , xn ) , . . .  , Sn (Xl , . . .  , xn ) ) .  
It can b e  shown that F may be chosen t o  be a polynomial. 

'''Then V is the Lie algebra g of a group G, a polynomial p in P(g) is said 
to be invariant if p(Adg v) = p( v) for all v E V, g E G. The collection P e of 
invariant polynomials on g is a subalgebra of P(g) .  

EXAMPLE 1 . 1 . For A E g [ (n) ,  define Ii (A) = Si (/\I , . . .  , /\n) ,  where /\ 1 , . . .  , /\n 
are the eigenvalues of A; equivalently, Ii is determined by the equation 

Then fi is an invariant polynomial of degree i on g [( n) .  

Instead of working with Pk (g) ,  it is often more convenient to deal with the 
space Sk (g) of symmetric tensors of type (0 ,  k) on g: The polarization of a 
polynomial p = Z ai l . . .  i k wi l . . .  Wi k E Pk (g) is pol(p) := Z ai l . . .  i k Wil ® . . .  ® 
wik E Sk (g) .  pol : Pk (g) ----+ Sk (g) has inverse pOl- l (T) (v) = T(v , . . .  , v) for 
T E Sk (g) ,  v E g. If we define multiplication in S(g) := ffi�oSk (g) by 

1 
(ST) (Vl , . . .  , Vk+t ) = (k + l) ! L S(Va( I ) " " Va(k) ) · T(va(k+ l) , · · · , Va (k+l ) ) 

aEPk+l 
for S E Sk (g) ,  T E Sz (g) ,  then the natural extension of pol to P(g) is an algebra 
isomorphism pol : P(g) ----+ S(g) .  

T E Sk (g) is said to b e  invariant if T(Adg VI , . . .  , Adg Vk ) = T (  VI , . . .  , Vk ) 
for g E G, Vi E g. The subalgebra Se of invariant symmetric tensors is the 
isomorphic image of P e via pol. 

'''Te are now ready to carry these concepts over to bundles: Recall that 
if � = 1': : E ----+ M is a vector bundle over M, then End(�) = Hom(� , 0 is 
the bundle over M with fiber g[ (Ep) over p. Let us denote by Endd�) the k­
fold tensor product End(�) ® . . .  ® End(�) , and set ® End(�) := ffik�O Endk (�) . 
Since the fiber of this bundle is an algebra, we may define the product ex ® 
(3 E Ak+z (M, ® End(�)) of ® End(�)-valued forms ex E Ak (M, ® End(�)) and 
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(3 E Al 0\.1, o End(';)) by 

By Examples and Remarks 2 . 1 (v) in Chapter 4 , a connection on .; induces one 
on 0 End(';) . Since multiplication in the algebra bundle is parallel, an argument 
similar to the one for the trivial line bundle (';1 over lV! shows that the exterior 
covariant derivative operator satisfies 
( 1 .2) 
for a ,  {3 as above . 

PROPOSITION 1 . 1 .  Let T denote a symmetric (0 ,  k) tensor on g [ (n) , and .; 
a rank n bundle over lV! with total space E and connection \7. 1f T is invariant, 
then it induces a parallel section T of Endk (.;) * . 

PROOF.  Given p E lV!, choose an isomorphism b : IRn ---+ Ep , and define 

The argument used in the last section to show that Tr is a well-defined parallel 
section of End(';) * applies equally well to T. D 

If R is the curvature tensor of the connection on .; and T E Sk (g[(n)) is 
invariant , then the k-fold product Rk = R 0 · · · 0 R E A2k (M, Endk (';)) , and 
T(Rk ) is an ordinary 2k-form on M.  

THEOREM 1 . 1  (Weil) . Let .; denote a rank n bundle over M, and R the 
curvature tensor of some connection on ';. If T E Sk (g [ ( n) ) is invariant, then 

( 1 )  the 2k-fonn T(Rk ) is closed; and 
(2) if w (T) denotes the element of H2k (M) determined by T(Rk ) ,  then 

w (T) is independent of the choice of connection, and w : SeLen) ---+ 

H* (M) = ffic:>oHi (M) is an algebra homomorphism. 

PROOF.  By ( 0 . 1 )  and the Bianchi identity, 
- k - \7  k \7 \7 dT(R ) = Td (R ) = T(d R 0 R 0 , , · 0 R) + , , · + T(R 0 , , · 0 R 0 d  R) = O , 

which establishes ( 1 ) .  For (2) , replace Tr by T in the proof of Proposition 0 . 3 .  
The fact that w i s  a homomorphism i s  straightforward to  prove. D 

The map w : SeLen) ---+ H* (M) is called the Weil homomorphism. It is 
natural with respect to pull-backs: 

PROPOSITION 1 . 2 .  Let .; denote a vector bundle over M, f : N ---+ M. If 
w , iii denote the Weil homomorphisms associated to .; ,  J*'; respectively, then 
iii = J* o w . 

PROOF.  Let R denote the curvature tensor of some connection on ';' By 
Cartan's structure equation, the induced connection on f*'; is f* R, so that for 
T E SeLen) of type (O , k) , 

iiI (T) = [TU* R) k ] = [J*T(Rk ) ] = J* w (T) ,  
where [a] denotes the cohomology class containing a .  D 
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EXERCISE 143 . Recall that for an n x n matrix A = (aij ) ,  the determinant 
of A equals LaEPn (sgn a )a 1a ( 1 ) . . .  ana-(n) · Use this fact to show that if h is 
the invariant polynomial of degree k on g [ (  n) from Example 1 . 1 ,  then 

h (A) = 

EXERCISE 144 . A linear transformation L : V ---+ V on an n-dimensional 
vector space V induces for each k = 1 ,  . . .  , n  a linear map L� : A,, (V) ---+ A, JV) 
given by 

Since h is an invariant polynomial on g [ (n) , we may define j,, (L) := j,, ( [Lj ) ,  
where [L] denotes the matrix of L i n  some fixed basis of V. 

(a )  Use Exercise 143  to show that h(L) = tr L� . In particular, L:1 : 
An (V) ---+ An (V) is multiplication by det L .  

(b) Show that for A ,  B E g [ (n) , h (AB) = I,, (BA) , and use this t o  give 
another proof of the invariance of I" . 

EXERCISE 145 . Let R denote the curvature tensor of some connection on 
E ---+ M. 

(a) Given p E M, X i E Mp , express R2 (X1 ' . . .  , X4 ) E End2 (Ep) explicitly in 
terms of R(Xi ' Xj ) E End(Ep) .  

(b) Suppose E has rank 4 .  If g2 = pol 12 ,  find an expression for Ih (R2 ) in 
terms of an orthonormal basis of Ep . 

2. Pontrjagin Classes 

If w : SOLen) ---+ H* (iVI) is the ,,,reil homomorphism associated to a vec­
tor bundle � over M, the element w (f) E H* (M) , for I E SOL(n) , is called a 
characteristic class of � .  By Proposition 1 . 2 ,  equivalent bundles have the same 
characteristic classes. A natural question to ask is whether generators can be 
found for these classes. The problem is simplified by the fact that any rank 
n bundle allows a reduction of its structure group to O (n) , and thus admits a 
Riemannian connection. The corrresponding curvature tensor R then belongs 
to A2 (M, o (�) ) ,  where o (�) = {L E End(�) I L -/- Lt = a } . Since a characteristic 
class is independent of the choice of connection, we may restrict the Weil ho­
momorphism to the group O(n) . In other words, we wish to find generators of 
SO(n) , or equivalently, of the algebra PO(n) of invariant polynomials on o (n) . 

Now, the polynomials h ,  . . .  , In defined by 

det(xI - A) = xn - /1 (A)xn- 1 -\- . . .  -\- (- 1 )" In (A) , A E g [(n) , 
are invariant polynomials on g [(n) . They are therefore also invariant (under 
AdO(n) )  as polynomials on o (n) . Furthermore, if A E o (n) , then det(xI - A) = 
det(xI - A)t = det(xI -\- A) , so that Ii (A) = Ii ( -A) . By Example 1 . 1 ,  Ii (A) 
must be zero for odd i .  

THEOREM 2 . 1 .  Let n = 2 k  o r  2 k  -\- 1 .  The algebra PO(n) 01 invariant 
polynomials on 0 (n) is generated by h ,  14 , . . .  , 12" . 
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PROOF . Given '\1 , . . .  , '\k E lR, set 

if n = 2k, and 

o 
o 

o 
o 

o 
o 

o 
o 

o 
o 

o 0 

o 
o 
o 

o 
o 
o 

o 0 

if n = 2k + 1 . By elementary linear algebra, for any M E o (n) , there exists 
A E O(n) such that AM A-I 

= ('\1 ' " '\k ) for some '\ E lR. Consider f E PO(n) ' 
Since both f and Ii are invariant , it suffices to establish that there exists a 
polynomial P such that f(/\1 . . .  '\k ) = P(h (/\I . . .  '\k ) , " "  hk (/\1 . . .  '\k ) )  for all 
'\ E lR. Notice first of all that 

( 2 . 1 ) 

In  fact , since the left side i s  independent o f  whether n i s  even or  odd, we may 
assume that n = 2k .  The characteristic polynomial of ('\1 . . .  '\k ) is 

k 2k II (x - i'\j ) (x + i'\j ) = 2:) - l)j fJ (/\I . . .  '\k )x2k-j , 
j= 1 j=O 

where fo : =:0 1 . It  can also be written as 
k k k II(  ,2 + , 2 ) - "'(- l )j . ( _ , 2 _ , 2 ) (  ,2 ) k-j _ '" . ( , 2 , 2 ) ,2k-2j X Aj - L 3] "I " ' "  "k X - L 3] "1 , . .  · , "k X , 

j= 1 j=O j=O 

with 30 :=:0 1 . The claim follows by comparing coefficients. 
In view of (2 . 1 ) ,  it suffices to show that f(/\I . . .  '\k ) may be expressed 

as a polynomial in 3 1 (/\i , . . .  , ,\D , · · · , 3k (/\i , . . .  , ,\D ; i . e . ,  that f(/\1 . . .  '\k ) = 

q(,\i , . . .  , ,\D for some symmetric polynomial q. To see this, let p denote the 
polynomial given by P('\I , . . .  , '\k ) = f(/\1 . . .  '\k ) ' If 

then A('\1 . . .  '\k )A- 1 = (-/\1'\2 ' " '\k ) ' Thus , P('\I , " "  '\k ) = p( -'\1 , " "  '\k ) ,  
and p contains only even powers of '\1 ' An obvious modification of A shows that 
this is true for any /\ , so that P('\I , " "  '\k ) = q(,\i , · · · , '\k ) for some polynomial 
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q. It remains to show that p, and hence q, is symmetric. But if 

Tl � (� � rJ E BO(n) 

then B('\l ' " '\k )B-1 = ('\2 '\1 ' " '\k ) ' Similarly, any pair ('\ '  '\j ) can be trans­
posed by an appropriate B E 50(n) . This concludes the argument . D 

Let g2i denote the polarization of hi . By Theorem 1 . 1 ,  if R is the curvature 
tensor of a Riemannian connection on a rank n bundle t; over M, then [hi (R2 i ) 
is a closed 4i-form on jVf, and its cohomology class is independent of the choice 
of connection. 

DEFINITION 2 . 1 .  The i-th Pontrjagin class of a rank n bundle t; over jVf is 
the element Pi (t; ) E H4i (M) represented by the form 

1 _ 2i Pi = (27r) 2 i g2 i (R ) , i = 1 ,  . . .  , [n/2] . 

An explicit formula for Pi can be given using Exercise 143 :  For example, 

Given P E jVf and an orthonormal basis U 1 , . . .  , Un of Ep ,  define 2-forms Rij on 
Mp by Rij (x , y) = (R(x, y)Uj , Ui ) , X , y E Mp .  Since Rii = 0 and Rij = -Rji , 

1 '"'" 1 '"'" . . 

P1 (p) (X1 , . . .  , X4 ) = (27r) 2 � 2 ' 2 ' � (sgn a )R'J (xa ( l ) ' Xa(2) ) ·R"J (Xa (3) , Xa (4) ) ; 
i<j aEP4 

i . e . , PI = (2;)2 L:i<j Rij /\ Rij . More generally, 

P = __ 

1_ '"'" (sgn a )Ri l a (i , ) /\ . . .  /\ Ri2 k a (i2 k ) k (27r) 2k � . 
l:<=;i , < " ' <i2k :<=;n 
aEP { i " " . , in } 

EXAMPLE 2 . 1  (Pontrjagin Classes of 5n) .  The Pontrj agin classes of a man­
ifold are defined to be those of its tangent bundle. Consider the canonical 
connection on 75n . By Examples and Remarks 3 . 1  in Chapter 4, its curvature 
tensor is given by 

R(x, y)u = (y , u)x - (x, u)y .  
Thus, i f  wI , . . .  , wn i s  a (local) orthonormal basis o f  1-forms on  5n , then Rij = 
wi /\ wj . The summands in Pk are of the form wi l /\ Wa(i l )  /\ . . .  /\ Wi2k /\ wa(i2k ) , 
where a is a permutation of i I , . . .  , i k ;  i . e . ,  Pk == O . 

A similar argument shows that any space o f  constant curvature has trivial 
Pontrj agin classes. 

EXERCISE 146 .  Suppose t; is a rank n = 2k bundle over jVf that admits a 
nowhere-zero cross-section. Show that Pk (t;) = O. Hint :  Choose a connection 
for which the cross-section is parallel. 
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EXERCISE 147. Introduce a Euclidean metric on the bundle o (�) by setting 

A, B E o (Ep) , p E M. 

(More precisely, (A ,  B) = ( 1 /2) tr(b- 1 0 At B o b) for some isomorphism b : IRn ----+ 
Ep . ) Given a Riemannian connection on � with curvature tensor R, consider 
the 4-form a on lV! given by 

1 1 
a (x1 , . . .  , X4 ) = 

(27r) 2 ( 2 ! ) 2 L (sgn a) (R(xO'( I) , XO' (2) ) ,  R(XO'(3) , XO' (4) ) ) ' 
O'EP4 

Show that a represents PI (�) . 
EXERCISE 148 .  Use Exercise 147 to determine the Pontrj agin class of the 

rank 4 bundle 57 x S3 IR4 ----+ 54 associated to the Hopf fibration 57 ----+ 54 . 

3. The Euler Class 

In this section, we investigate characteristic classes of oriented bundles of 
rank n;  i . e . ,  bundles the structure group of which reduces to 50(n) . Since any 
polynomial on 0 (n) which is invariant under the adjoint action of O(  n) is also 
invariant under that of 50(n) , the algebra PSO(n) contains PO(n) ' '''Then n is 
odd, we will see that both algebras coincide. '''Then n is even, however, a new 
polynomial, the Pfaffian , arises , yielding an additional class called the Euler 
class. 

THEOREM 3 . 1 .  If n = 2k + 1, then the algebra PSO(n) of invariant polyno­
mials on o (n) is generated by 12 ,  f4 , . . .  , 12k . 

PROOF.  The argument in the proof of Theorem 2 . 1  goes through as before, 
with one modification: The matrix 

A � C � TJ 
used in that proof does not lie in 50(n) . However, since n E odd, the last 
diagonal entry 111 the matrix (/\1 . . .  '\k ) is O. Instead of conjugating by A ,  
conjugate by 

1 
o ) E 50(n) . 

- 1 

DEFINITION 3 . 1 .  For n = 2k ,  the Pfaffian Pf(A) of A = (aij ) E g [ (n) is 
1 

Pf(A) = 2kk ! L (sgn a)aO' (I )0' (2 ) ' "  aO' (2k- 1 )0' (2k ) ' 
O'EP2 k 

D 

Given 1 ::; i I , jl , . . .  , ik , jk ::; 2k, define Eidt . . .  idk to be 0 if the indices 
are not all distinct , and equal to the sign of the permutation (idl . . .  i kjk ) 
otherwise . 
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LEMMA 3 . 1 . For A E o (2k) , 

Pf(A) = 

where P denotes the collection of a l l  s e ts { ( i 1 , jl ) ,  . . .  , (ik , jk ) ) of k pairs of 
integers (i z , jz ) with 1 ::; i z < jz ::; 2k . 

PROOF.  Notice that the expression (sgn a) aa ( l) a (2 ) " · aa (2k- l ) a (2k ) remains 
unchanged when two pairs (a (2l - 1) ,  a (2l) )  and (a(2m - 1) ,  a (2m)) are inter­
changed. It therefore remains unchanged under permutations of pairs. This 
means that 

Pf(A) = 
2
1
k " _ Eid, . . .  idk a · ·  a � 2 1 ] 1  . . .  i dk '  

{ (i l ,)1 ) , . . .  , (i k , )k ) } E P 

where P denotes the collection of  all sets { (  i I , jl ) , . . .  , (ik , jk ) }  of  k pairs of 
integers between 1 and n. Since A is skew-adjoint, each summand in the above 
formula is unchanged when we interchange i z and jz . The statement now follows. 

D 

Our next aim is to show that the Pfaffian is invariant under the adjoint ac­
tion of SO(n) . Recall that for B E  g [ (n) ,  det B = I:a E Pn (sgn a) b1a ( l ) . . .  bno (n) ' 
Notice that for 7 E Pn , bT ( I) a ( l ) = bk a oT- l (k) , where k = 7 ( 1 ) .  Thus, given a 
permutation 7 = (i I , . . .  , in ) , 

L Ei l  . . .  in (sgn a o 7- 1 )b l a OT- l ( l) 
O'OT - 1 E Pn 

. . .  bn a oT- l (n) 
= Ei 1 . . .  in det B .  

PROPOSITION 3 . 1 . For n  = 2 k  and A ,  B E  g [ (n) , Pf(BtAB) = (det B ) Pf(A) . 
In particular, if B E  SO(n) , then Pf(B-1AB) = Pf(BtAB) = Pf(A) ; i. e . ,  the 
Pfaffian is invariant under the adjoint action of SO(n) . 
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PROOF.  

n 

= 2kk ' (det B) Pf(A) . 

D 

COROLLARY 3 . 1 . For A E o (2k) , det A = Pf2 (A) . 

PROOF.  Choose B E  O(n) such that BAB-l = (/\1 . . .  '\k ) .  It follows from 
Lemma 3 . 1 that det (/\I . . .  '\k ) = /\1 . . .  '\k . By Proposition 3 . 1 ,  

Pf(A) = (det B)/\I · ·  · '\k = ±'\I · · · '\k · 

Thus, Pf2 (A) = ,\i . . .  /\� = det A .  D 

THEOREM 3 . 2 .  When n = 2k, the algebra PSO(n) oj invariant polynomials 
on o (n) is generated by 12 ,  J4 , . . .  , In-2 and Pf. 

PROOF.  The modification of the matrix 

used in the proof of Theorem 3 . 1 no longer works in this case because n is even. 
However, the matrix 

lies in SO(n) , and A(/\1 . . .  '\k )A- l = (-/\1 - /\2 . . .  '\k ) .  Similarly, conjugation 
by an appropriate element of SO(n) changes the sign of any two elements 
of (/\1 . . .  '\k ) .  Thus, each monomial in the polynomial p from the proof of 
Theorem 2 . 1  contains either even powers of /\; for all i, or odd powers of /\; for 
all i ;  write P = Po + PI , where Po is the sum of monomials of the former type, 
and PI of the latter. Since P is symmetric, so are Po and PI , and 

Po (/\1 , . . .  , ,\d = p( s l (/\i , . . .  , /\� ) ,  . . .  , sk (/\i , . . .  , /\� ) )  
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for some p. On the other hand, PI ('\1 , . . .  , '\k ) = '\1 . . .  '\k q(,\i ,  . . .  , ,\D for some 
symmetric q, so that 

f (M) = p(h (M) , . . .  , hk (M)) + Pf(M)P (h (M) ,  . . .  , hk (M) )  

for some p .  Moreover , 12k = f n may be dispensed with, since it equals Pf2 . D 

DEFINITION 3 . 2 .  Let � be an oriented vector bundle of rank n = 2k .  If pf 
denotes the polarization of Pf, and pf the parallel section of Endk (�) * induced 
by pf, then the Euler class of � is the element e (�) represented by 

1 - k e = (27r) k Pf (R ) .  

'''Then n is odd, e(�) is defined to b e  O . The form e representing the Euler class 
will be called the Euler form of the bundle . 

By Corollary 3 . 1 ,  

(3 . 1 )  Pk (�) = e (�) U e (�) , 
where U denotes the product in H* (M) . 

vVe now derive a local expression for e which is convenient for computations. 
Let U C M be an open set such that � I u is trivial, and consider a positively 
oriented orthonormal basis of sections U1 , . . .  , U2k of � I u .  Define 2-fo1'ms Rij 
on U by Rij (X, Y) = (R(X, Y) Uj , Ui )  as before. Then the Euler form is the 
2k-form on lV! with restriction to U given by 

1 ,"", " 1 '"'" . . 
e(Xl , . . .  , X2d = 

(27r) k 2kk !  . � E2 l . . .  2 2 k 2k � (sgn a )R2 l 22 (Xo-( I ) , Xo-(2 ) ) 
2 1 , · · · , 22 k cr E P2 k 

Thus, 

and by Lemma 3 . 1 ,  

(3 .2 ) 

where P is as in the lemma. 
The next proposition is an immediate consequence of (3 . 2) , and its proof 

is left as an exercise . 

PROPOSITION 3 . 2 .  If the bundle � admits a nowhere-zero section, then its 
Euler class vanishes. 

by 
EXAMPLES AND REMARKS 3 . 1 .  (i) vVhen n = 2, the Euler form is given 

1 
e(p) (x , y) = - (R(x, y)v , u ) , 

27r 
where u, v is a positively oriented basis of Ep .  In particular, if � is the tangent 
bundle TM of M, then e = ( 1 /27r )Kw , with K and w denoting the sectional 
curvature and the volume form respectively of the Riemannian manifold M. 
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(ii) '''Then n = 4, the Euler form is given by 

_1_ (RI2 /\ R34 _ R13 /\ R24 + R41 /\ R23 ) (21r) 2 

according to (3 . 2) . It can alternatively be described as follows: View R as an 
element of A2 (1\.1, A2 (';) ) , so that for x, y , z, w E l\.1p ,  R(x , y) /\f, R(z , w) E A4'; , 
with /\f, denoting the wedge product in  A( Since '; i s  oriented, there exists a 
unique section wf, of A4'; representing the orientation, with (Wf" Wf, ) = 1 ;  in fact , 
wf, (p) = el /\ e2 /\ e3 /\ e4 for any positively oriented orthonormal basis el , . . .  , e4 
of Ep . Notice that 

(R(x, y) /\f, R(z , w) , wf, (p) ) = 2:)Rij (x , y)Rk l ( z , w)ei /\ ej /\ ek /\ el , wf, (p) ) 
i<j k< l 

= 2 L Eijkl Rij (x , y)Rk l (z , w) ,  
{ (i ,j ) , (k , I ) } EP 

with P as in  Lemma 3 . l .  Thus, i f  we define R /\f, R E A4 (M, A4';) by 

R /\f, R(Xl , . . .  , X4 ) = 
2�2 ! L (sgn a)R(Xa(1) , Xa (2) ) /\f, R(Xa(3) , Xa(4) ) ,  

aEP4 

then the Euler form is given by ( 1 /81r2 ) (R /\f, R, wf, ) . 
In general, when V is an oriented n-dimensional inner product space with 

volume form w, the Hodge star operator is the endormorphism * : Ak (V) ---+ 
An-k (V) defined by 

a /\ *(3 = (a ,  (3)w , 

I t i s  easily seen that * i s  an  isomorphism satisfying 

*w = 1 .  

The Hodge operator extends naturally t o  oriented Euclidean bundles, and the 
resulting operator *f, is a parallel section of Hom(Ak'; ,  An-k.;) , since ( , ) and w 
are both parallel. The Euler form of a rank 4 oriented bundle is then given by 

1 
(3 .3) e = -2 *f, (R /\f, R) . 

81r 
More generally, when the rank of .; is 2k ,  then 

(3 .4) 
1 

e = * Rk 
k ! (21f) k '; , 

where Rk denotes the k-fold wedge product in A'; of R with itself. 
(iii) Let -.; denote '; with the opposite orientation. It follows from (3 .4) 

that e( -';) = -e (';) . 

EXERCISE 149 . Let V be a 2k-dimensional oriented inner product space, 
with k even, so that * : Ak (V) ---+ Ak (V) equals its own inverse. 

(a) Show that * is a self-adjoint operator, and that Ak (V) splits into an 
orthogonal direct sum At EEl Ai. of the ± 1-eigenspaces of * .  a E Ak (V) is said 
to be self-dual (resp. anti-self-dual) if *a = a (resp. *a = -a) . 
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(b) If el , . . .  , e4 is a positively oriented orthonormal basis of V4 , write down 
explicit orthonormal bases of A� (V) . 

EXERCISE 150 .  Use (3 .2) to prove that e(';) = 0 whenever '; admits a 
nowhere-zero section. Hint : Choose a connection as in Exercise 146 .  

EXERCISE 1 5 1 . (a) Show that for the canonical connection on TS2k , each 
summand in (3 .2) is just the volume form of S2k . 

(b) Prove that the set P in that equation has (2k - 1 ) (2k - 3) . .  · 3 = 
(2k) ' / (2kk ' )  elements . 

(c) Use the fact that the volume of the 2k-sphere equals (7rk 22k+l k ' ) / (2k) ' 
to prove that the Euler form e in (3 .2) of T S2k satisfies IS2k e = 2. It turns out 
that the Euler (and Pontrj agin) classes are always integral cohomology classes, 
so that IM e E 23 .  

EXERCISE 152 .  Use the fact that R : A2TS2k ---+ A2TS2k i s  the identity (R 
being the curvature tensor o f  the canonical connection) t o  redo Exercise 151  
using (3 . 4 )  instead. 

4.  The Whitney Sum Formula for Pontrjagin and Euler Classes 

It is worth emphasizing one important property of the characteristic classes 
studied so far, which follows immediately from Proposition 1 . 2 :  

THEOREM 4 . 1 .  Let .; denote a vector bundle over M, Pk (';) its k - th Pontr­
jagin class, and e(';) its Euler class if the bundle is oriented. Given J : N ---+ M, 

e(J* ';) = J* e(';) . 
Our next goal is to understand the relation between the classes of two 

bundles ';i over M and those of their '''Thitney sum 6 EEl 6 . \lVe begin with 
the Euler class; extend the Pfaffian to all skew-adjoint matrices , by setting 
Pf(A) = 0 is A is odd-dimensional. This way, the relation det A = Pf2 (A) for 
A E o (n) holds regardless of whether n is odd or even, cf. Corollary 3 . 1 .  For 
A E o (n) ,  B E  o (m) , set 

A ® B = C� �) E O (m + n) .  
LEMMA 4 . 1 . Pf(A ® B )  = Pf(A) Pf(B ) .  
PROOF.  The statement i s  clear i f  n o r 1n i s  odd, since 

Pf2 (A ® B) = det(A ® B) = det A . det B = Pf2 (A) . Pf2 (B) , 
and both sides vanish . If n = 2k and 1n = 2l are both even, then there exist 
orthogonal matrices Ml , M2 such that MIl AMI = (/\1 . . .  '\k ) and M;l BM2 = 
(Ill . . .  Ild ·  Th us, 

Pf(A ® B) = Pf(j\.·h ® lvh . (/\1 . . .  '\k lll . . .  Ill ) . MIl ® Mi l ) 

= (det j\.·h) (det M2 )/\1 . . .  '\k . PI . . .  III 
= (det Ml ) /\l . . .  ,\ddet lvh)lll . . .  PI 
= Pf(A) Pf(B) . 

D 
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LEMMA 4 . 2 . 

PROOF.  

hi (A ® B) = L hj (A)hi-2j (B) . 
j=l 

det(xln+m - A ® B) = det ( (xln - A) ® (xlm - B)) 
= det(xln - A) det(xlm - B) ,  

so that 
k+ l k I 

L x2 (k+I-i) hi (A ® B) = L x2 (k-j) hj (A) . L x2 (I -r) hr (B) . 
i=O j=l r=l 

The statement then follows by comparing coefficients . D 

Given Riemannian connections on vector bundles t;i of rank ni over M, 
i = 1 , 2 , the induced connection on  6 E9 6 i s  the pullback via the diagonal 
imbedding � : JVf ---+ JVf x JVf of the product connection on 6 x 6 ,  cf. Examples 
and Remarks 2 . 1 in Chapter 4. Let P E M, and consider an orthonormal 
basis b : ]Rnl +n2 ---+ E(6 E9 6)p such that the restrictions b1 : =  b l]R.n 1 x O  and 
b2 := b 1 0 X]R.n2 form orthonormal bases of E(6)p and E(6 )p respectively. If 
B : o (E(6 E9 6)p) ---+ o (n1 -\- n2 ) and Bi : O (E(t;i )P ) ---+ o (ni ) denote the 
isomorphisms from Proposition 1 . 1 induced by b and bi , then the curvature 
tensors R, Ri of 6 E9 6 ,  t;i satisfy 

THEOREM 4 . 2 . If 6 , 6 are oriented vector bundles over JVf, then 

e (6 E9 6) = e(6 ) U e(6) · 
PROOF.  Denote by ni the rank of t;i ' The inclusion SO(nd ® SO(n2 ) C 

SO(n1 -i-n2 ) induces an orientation of 6 E96 · Consider Riemannian connections 
on t;i , and the induced connection on 6 E9 6 .  ,,,Tith notation as above , BR (p) = 

BR1 (P) ® BR2 (P) for all P E M. By Lemma 4 . 1 ,  if one of the bundles is 
odd-dimensional, then the '''Thitney sum has vanishing Euler class , and the 
statement is true. So assume ni = 2ki . By the same lemma, together with 
the fact that the product of polynomials corresponds to the wedge product of 
for111s, 

pf (Rkl +k2 ) = pf(R� ' ) ;\ pf(R�2 ) , 
which establishes the claim. D 

In order to state the '''Thitney sum formula for Pontrj agin classes, denote 
by po (t;) the class in H° (JVf) containing the constant function 1 on JVf.  

DEFINITION 4 . 1 . The total Pontrjagin class o f  a rank n bundle t; is 
p(t;) = Po (t;) -\- P1 (t;) -\- . . .  -\- P I'§' I (t;) E HO (M) E9 H4 (M) E9 . . .  C H* (M) . 

THEOREM 4 . 3 . If 6 , 6 are vector bundles over M, then p(6 E9 6)  
p(t;d U p(6 ) · 
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PROOF.  The statement means that Pk (6 EEl 6)  = I:7=o Pi (6 ) u Pk-i (6 ) · 
This follows from Lemma 4 . 2  by an argument similar to the one used for the 
Euler class of a '''Thitney sum. D 

EXERCISE 153 .  Use the results from this section to reprove that an oriented 
bundle which admits a nowhere-zero section has vanishing Euler class. 

EXERCISE 154 .  A bundle C is said to be stably trivial if there exists a 
trivial bundle Ek such that �n EEl Ek = En+k . For example, the tangent bundle 
of the sphere is stably trivial. Show that a stably trivial bundle has vanishing 
total Pontrj agin class. 

5. Some Examples 

In this section, we look at characteristic classes of vector bundles over low­
dimensional spheres . It turns out that these classes determine the bundles 
up to "finite ambiguity." Since Hk (sn ) = 0 except when k = 0 or n, any 
characteristic class lives in Hn (sn ) ; in fact , they can only exist when n is even, 
so if n ::; 4, we are left with bundles over S2 and S4 . This leaves out only one 
bundle, for any bundle over S3 is trivial, and there is exactly one nontrivial 
bundle over Sl . 

By Theorem 15 . 2  in Chapter 1 ,  the map 
Hn (sn ) -> lR, 

[w] >--+ r w isn 
is an isomorphism, so that the Euler class and appropriate Pontrjagin class 
may be identified with numbers. As noted earlier , these numbers are actually 
integers , and are called the Euler and Pontrjagin numbers of the bundle . 

Recall that equivalence classes of rank k vector bundles over sn are in 
bijective correspondence with 7rn- 1 (SO(k) ) .  

LEMMA 5 . 1 .  Let a denote the Euler o r  Pontrjagin form corresponding to 
rank k bundles over sn . Then the map 

Vectk (Sn) � 7rn- 1 (SO(k) ) -> :2:, 

� >--+ in a (�) 
is a homomorphism. 

PROO�. Let Gk, l be a classifying space for rank k bundles over sn . If 
f : sn ---+ Gk, l is a classifying map for � ,  then � is equivalent to j *ik , l , and by 
Theorem 4 . 1 ,  

But deg : ll n (Gk , t ) � ll n- 1 (SO(k) ) ---+ :2: i s  a homomorphism (cf. Examples and 
Remarks 2 . 1  in Chapter 3) , and the statement follows. D 
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5 . 1 .  B undles over 52 . Rank k bundles over 52 are classified by 7f1 (50(k) ) .  
'''Then k = 2 ,  there exists ,  for each n E Z , precisely one bundle ';n with 
C(';n ) = n, according to the discussion in Section 5 of Chapter 3 . 

Letting R denote the curvature tensor o f  some Riemannian connection on 
';n , the 2-form en on 52 given by 

1 en (p) (x, y) = -2 (R (x , y)v , u) 7f 
(for X, y E 5� and a positively oriented orthonormal basis u, v of E (';n )p ) 
represents the Euler class of ';n by Examples and Remarks 3 . 1  (i) . In the case of 
the tangent bundle 6 of the 2-sphere together with the canonical connection, 

1 1 e2 (p) (x, y) = -
2 (R (x , y)y , x ) = -

2 7f 7f 
if x , y is a positively oriented orthonormal basis of 5� . Thus, e2 equals ( 1 /27f) 
times the volume form w of 52 , and the Euler number of 6 is 2� fS2 W = 2. By 
Lemma 5 . 1 ,  the Euler number of ';n is n, and thus determines the bundle. 

vVhen k > 2, there is exactly one nontrivial rank k bundle over 52 ; it cannot 
be distinguished from the trivial one by any characteristic class. 

5 .2 .  B undles over 54 . Rank k bundles over 54 are classified by 7f3 (50 (k) ) . 
'''Then k < 3 ,  any such bundle is trivial. Far k = 3, there i s  one and only one 
rank 3 bundle .;� over 54 with C(';� ) = n for each n E Z. '''Te will shortly see 
that the rank 4 bundle (';1 E9 ';� has first Pontrjagin number -4n. Assuming this 
for the moment , we have 

so that G i s  determined by its first Pontrj agin number -4n. 
Rank 4 bundles over 54 are classified by 7f3 (50( 4)) � 7f3 (53) E97f3 (50(3)) � 

Z E9 Z. Denote by .;� n the bundle corresponding to (m[lsn ] ,  n [p] ) E 7f3 (53 ) E9 
7f3 (50(3) ) , where p : ,53 ---+ 50(3) is the covering homomorphism from Chapter 
3 . .;� 0 has structure group reducible to 53 , and ';6 n to 50(3) . In fact , ';6 n � 
(';1 E9 i� .  

" 

Insofar as the Pontrj agin class is concerned, we shall work in a slightly more 
general setting: Let lV! denote a 4-dimensional compact, oriented Riemannian 
manifold with volume form w , and Hodge operator * : A2M ---+ A2 M, d. Section 
3. For a E A2M, the identity a = � (a +*a) ) -\- � (a - *a) decomposes A2M into 
a direct sum A + E9 A- of the + 1 and - 1 eigenspaces of * .  This decomposition 
is orthogonal, since * is norm-preserving: 

(*a , *a) w = *a /\ a = a /\ *a = (a, a)w . 
Furthermore, w i s  parallel, s o  that * i s  a parallel section o f the bundle End(A2M) . 
There is a corresponding decomposition of the space A2 (M) = At (M) E9A;- (M) 
of 2-forms on M.  a E A2 (M) is said be self-dual if *a = a , anti-self-dual if 
*a = -a. 

Far a vector bundle '; over M,  we have, as above, a splitting A2 ( M,  End ';) = 

At (M, End ';) E9 A;- (M, End ';) . The curvature tensor R of a connection on .; 
decomposes as R = R+ -\-R- , and we say R is self-dual if R = R+ , anti-self-dual 
if R = R- . 
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'''Then the bundle � is Euclidean, the inner product on lh (M; ) extends to 
Hom(lh (Mp) ,  E(�)p ) = lh (M; ) ® E(�)p by defining 

(a ,  (3) = L (a (xi" " . , Xik ) , (3(Xi" " . , Xik ) ) , 
i, < " ' <i k 

where Xi is an orthonormal basis of Mp . (When � is the trivial line bundle over 
JW with the standard inner product on the JR-factor , this inner product coincides 
with the one on lh (JW; ) .  In general, it induces a pointwise inner product on 
Ak (M, O ,  which, when integrated over M, yields one on all of Ak (M, �) . )  

In order t o  apply this t o  R E A2 (M, o (�) ) ,  we introduce an  inner product 
on o (�) by defining 

( 5 . 1 )  
1 t (A ,  B) = 2 tr(A . B ) .  

This inner product is i n  fact the one for which the equivalence 
L : l\ d�) -----+ o (�) , 

U /\ v >-----+ (w >--+ (v ,  W ) U - (u ,  w ) v ) . 

becomes a linear isometry, if A2 (�) is endowed with the Euclidean metric in­
duced by the one on � :  It is straightforward to check that if Ui is an orthonormal 
basis of Ep , then {Ui /\ Uj I i  < j} is one for A2 (Ep ) .  

PROPOSITION 5 . 1 .  Let � be a Euclidean bundle over M4 with curvature 
tensor R. The first Pontrjagin form of � is given by 

PI = (2!) 2 ( I R
+ 1 2 - IR- 1 2 )w .  

PROOF.  Let Rij denote as before the local 2-form on M given by  Rij (p) (x , y) = 

(R(x, y)Uj (p) ,  Ui (p) ) , where {Ud is a local orthonormal basis of sections of the 
bundle. Given an orthonormal basis Xi of Mp , we have 

2 '"'" 1 t 1 '"'" . 2 ,"", ' . 2 IR I (p) = � 2 tr R (Xk , Xt ) · R(Xk , Xt ) = 2 � R�J (Xk , Xt ) = � IR2J I (p) . 
k< l i<j ,k< l i<j 

In particular, I R± 1 2 = L:i<j IR
iJ± 1 2 . Now, Rij+ /\ Rij+ = Rij+ /\ *Rij+ = 

I Rij+ 1 2w ,  whereas Rij+ /\ Rij- = _Rij+ /\ *Rij- = - (Rij+ , Rij- )w = O. Simi­
larly, Rij- /\ Rij- = -Rij- /\ *Rij- = - IRij- 1 2w .  Thus, 

p = _1_ '"'" Rij /\ Rij = _1_ '""' ( I Rij+ 1 2 - IRij- 1 2 )w 1 (27r) 2 �< . (27r) 2 �< . 2 J 2 J 
_ 1 ( I  + 2 - 2 ) - (27r) 2 R I - IR I w .  

D 

Next , we derive an analogous formula for the Euler form of �, where � is 
now assumed to be oriented, of rank 4. The Hodge operator *f. : A2 (�) ----+ A2 (�) 
is a parallel section of End( A2 (�) ) ,  and induces an orthogonal, parallel splitting 
l\ d�) = At (�) EEl A;- (�) of A2 into a direct sum of the ±l-eigenspaces of *f. . 
Given p E M, X ,  Y E Mp , R(x, y) E A2 (Ep ) ,  and we write R = R+ + R_ for the 
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corresponding decomposition of the curvature tensor. By (3 . 3) and arguing as 
above , the Euler form e of � is given by 

Now, 

so that 

1 
e = -2 (R+ /\f" R+ , wf,, ) + (R_ /\f" R_ , wf,, ) . 87r 

1 1 
L

I t e(X1 " ' " X4 ) = -( 2 ) - (sgn a- ) - (tr R+ (XJ( l ) , XJ (2 ) )R+ (xJ(3) , XJ (4) ) 87r 4 2 JEP4 
- tr R� (XJ( l ) , xJ (2 ) )R� (XJ (3) ' XJ (4) ) )  
1 1 " " . . . . 

= 87r2 4 � (sgn a-) �(R,!- (XJ( l) ' xJ (2) )R'!- (xJ (3) , XJ(4) ) 
JEP4 i<j 

- R'l. (XJ( l ) , xJ (2 ) )R'l. (xJ(3) , XJ(4) ) )  

= 8�2 L(R� /\ R� - R'l. /\ R'l.) (X1 , . . .  , X4 ) ' 
i<j 

This may be rewritten as 

e = _1_ '""" RiJ+ /\ Rij+ + Rij- /\ Rij- _ RiJ+ /\ RiJ+ _ Rij- /\ Rij-
87r2 � + + + + - - - -i<j 

= 8�2 L( IR�+ 1 2 - IR�- 1 2 - IRi�+ 1 2 + I Ri�- 1 2 )w . 
i<j 

Summarizing, we have proved: 

PROPOSITION 5 . 2 .  Let � be an oriented rank 4 Euclidean bundle over lV!4 . 
The Euler form e of � is given by 

e = 8�2 ( IRt I 2 - IR+ 1 2 - IR:t: 1 2 + I R= 1 2 )w . 

It turns out that the rank 4 bundle � is determined by the two rank 3 
bundles A� (�) : Let ¢ : S3 x S3 ---+ SO( 4) denote the covering homomorphism 
given by ¢(Q1 , q2 )U = Q1UQ:;\ Qi E S3 , U E 1HI = JR4 . Denote by S� (resp . S� ) 
the subgroup ¢(S3 x 1) (resp. ¢(1 x S3 ) )  of SO(4) . Since these are normal 
subgroups , Exercise 155 below implies that the bundles 

p� := P X SO(4) (SO(4) /S:::J = p/si -> M 
associated to the orthonormal frame bundle SO(�) = P ---+ lV! of � are in 
fact principal bundles over M with group SO� (3) = SO(4) /Si isomorphic to 
SO(3) . 

LEMMA 5 . 2 .  P± ---+ M is the principal SO(3) - bundle of A� (�) . 
PROOF.  An orthonormal basis e 1 , . . .  , e4 of JR4 induces an orthonormal ba­

sis �(e1 /\ e2 + e3 /\ e4 ) ,  � (e1 /\ e3 + e4 /\ e2 ) ,  � (e1 /\ e4 + e2 /\ e3 ) of At (IR4 ) 
and a corresponding one for A:; (JR 4) (obtained by changing the sign of the sec­
ond term in each basis element of A+ ) .  Any g E SO(4) extends to a linear 
isometry (also denoted by) g : J\ dJR4 ) ---+ A 2 (JR4 ) ,  by setting g( u /\ v) := gu /\ gv 
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and extending linearly. This action leaves A� invariant since (gel , . . .  , ge4 )  is 
positively oriented whenever (e1 , . . .  , e4 ) is . Given q E 53 , 

( 1 /\ i -\- j /\ k)q = q /\ iq -/- jq /\ kq = 1 /\ i -/- j /\ k ,  
and the same i s  true for the other basis elements o f  At . Thus, 5� i s  the kernel 
of the representation 50(4) ----+ 50(At]R4 ) , and similarly, 5� is the kernel of 
50(4) ----+ 50(A;- ]R4 ) ;  i . e . ,  the special orthogonal group 50(A�]R4 ) is 50± (3) . 
Since the map P± ----+ 50(A��) which takes b5� (where b : ]R4 ----+ Ep is a linear 
isometry) to the orthonormal basis �b(e1 /\ e2 ± e3 /\ e4) , � b(e1 /\ e3 ± e4 /\ 
e2 ) ,  �b(e1 /\ e4 ± e2 /\ e3 ) of A� (Ep) is 50± (3)-equivariant , it is an equivalence 
by Theorem 3 . 1  in Chapter 2 .  D 

Our next objective is to relate the first Pontrjagin numbers P± of A� (�) 
to the Euler and first Pontrjagin numbers of � .  Recall that if V' is a covariant 
derivative operator on �, then the one induced on A2 (�) is given by 

V'x (U1 /\ U2 ) = (V'x U1 ) /\ U2 (p) -/-U1 (p) /\ (V'xU2 ) ,  p E lVI, x E lVIp , Ui E r�. 

This implies that the corresponding curvature tensor R of A2 (�) is related to 
the one on � by 

R(x, Y) (UI /\ U2 ) = (R(x, Y)U 1 ) /\ U2 -/- U1 /\ (R(x, Y)U2 ) .  

The equivalence L : A2 (�) ----+ o (�) induces a Lie algebra structure on each fiber 
of A2 (�) ' see also Exercise 156 below; the corresponding Lie bracket is the one 
used in the following: 

PROPOSITION 5 . 3 .  The sub bundles A� (�) are parallel under the induced - - - - ± connection; i. e . ,  R = R+-\-R_ , with R± E A2 (lVI, End A2 (�) ) . Given x, y E lVIp, 
and a, (3 E A� (Ep) ,  

(R(x, y)a , (3) = (R± (x, y)a , (3) = (R± (x, y) ,  la, (3j ) , 

where R(x, y) = R+ (x, y) -\- R_ (x, y) E At (Ep ) E9 A;- (Ep) . 

PROOF .  B y  Exercise 1 57, R(x, y)a = lR(x , y) ,  a] .  Since i\ dEp) is a direct 
sum of the ideals A�(Ep) ,  the first statement is clear. The inner product on 
o (Ep) = A2 (Ep) is Ad-invariant , so that ad is skew-adjoint. Thus, 

(R± ( x , y)a , (3) = ( lR± (x, y) ,  a] ,  (3) = - (ada R± (x , y) ,  (3) = (R± (x, y) ,  ada (3) 
= (R± (x, y) ,  la , {3j ) . 

D 

PROPOSITION 5 . 4 .  Let P± , PI denote the first Pontrjagin forms of A� (�) , 
�, and e the Euler form of � .  Then 

(1) P+ = (2;)2 ( I Rt 1 2 - IR+ 1 2 )W , P- = (2;)2 ( I R� 1 2 - I R= 1 2 )W; and 
(2) 2P1 = P+ -\- P- , 4e = P+ - p- . 

PROOF .  Consider a positively oriented orthonormal basis U1 , . . .  , U4 of Eq , 
and denote by I± , J± , ](± the induced orthonormal bases of A� (Eq ) ;  l . e . ,  
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I± 
= ( 1 /.;2) (U l i\ U2 ± U3 i\ U4) , etc. The first Pontrj agin form of At (.;) is given 

at q by 
_1_ (AIJ i\ AIJ + AJK i\ AJK + AIK i\ AIK) (21f) 2 + + + + + + , 

where we have omitted the superscripts in I, .1, K for simplicity of notation. 
By Proposition 5 . 3 ,  

A�J (x , y )  = (R+ (x , y) , [.1, 1] ) = -J2(R+ (x , y) ,  K) , 

and similarly, A�I< (x , y) = -.;2(R+ (x , y) , 1) , A�I< (x, y) = V2(R+ (x , y) ,  .1) . 
Thus, 

Referring to Exercise 147, we see that p+ equals two times the first Pontrja­
gin form of '; with R replaced by R+ . Proposition 5 . 1  then implies part ( 1 ) .  
Comparing the expressions i n  ( 1 )  with Propositions 5 . 1  and 5 . 2  yields (2) . D 

Thus , for example , if the structure group of the bundle reduces to SO(3) , 
then e = 0, and p+ = p_ . In order to see what happens when the group reduces 
to Sf , we use the following: 

LEMMA 5 . 3 .  A principal G-bundle P ---+ lV! admits a reduction to a subgroup 
H of G iff the associated bundle P x c (G / H) ---+ M with fiber G / H admits a 
cross-section. 

PROOF.  Suppose 1fQ : Q ---+ lV! is an H-reduction of 1fp : P ---+ lV!. Then 
there exists a fiber-preserving diffeomorphism F : Q x H (G / H) ---+ P X c  (G / H) 
between the associated bundles with fiber G/H. Define s :  lV! ---+ P X c  (G/H) 
by s (111.) : =  F [q ,  H] , where q is any point in 1fO l (m,) . s is a well-defined section, 
since [qh, H] = [q , H] for h E H. 

Conversely, let s : M = PIG ---+ P /H = P X c  (G/ H) be a section; 
i . e . , for m. E lV!, s (m.) equals the H-orbit of some p E 1fp l (111.) .  Define 
Q := UmEMS (111.) C P. H acts on Q by restriction, and 1fQ Q ---+ lV! is a 
principal H-bundle equivalent to s* (P ---+ P/H) . It is also clearly a subbundle 
of 1fp . D 

Notice that Lemma 5 . 3  generalizes Theorem 4 . 2  in Chapter 2: v\Then H = 

{e} , the statement says that a principal bundle is trivial if and only if it admits 
a cross section. 

COROLLARY 5 . 1 .  An oriented rank 4 bundle '; over S4 admits a reduction 
to Sf iff A� (';) is trivial; i. e . ,  iff PI = ±2e. 

PROOF .  The first assertion is an immediate consequence of the lemma, 
since in our case, H is normal in G, so that P X c  (G / H) ---+ lV! is principal 
by Exercise 1 55 below, and thus admits a section iff it is trivial. The second 
assertion follows from Proposition 5 .4(2 ) , together with the fact (which will be 
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proved shortly) that a rank 3 bundle over 54 is determined by its Pontrj agin 
class, so that A� (�) is trivial iff P± = O . D 

The Hopf bundle , for example , is a principal 53-bundle. As such, it is the 
reduction of a principal 50(4)-bundle to a subgroup isomorphic to 53 . In order 
to determine which subgroup , we use the following: 

LEMMA 5 . 4 .  If Q ----+ lV! is a principal H - bundle, where H is a subgroup of 
G, then Q x H G ----+ lV! is a principal G-bundle which reduces to the original 
H- bundle Q ----+ lV!. 

PROOF.  There is a well-defined action by right multiplication of G on Q x H 

G ,  [q , gj a : =  [q , gaj for a E G ,  and the quotient is lV!.  In order to exhibit a 
principal bundle atlas , consider a principal bundle chart ¢ : 71.0 1 (U) ----+ H of 
7I.Q : Q ----+ lV!. By the proof of Theorem 2 . 1  in Chapter 2, the induced chart 
¢ : 7I.- l (U) ----+ G on the associated bundle 71' Q X H  G ----+ lV! is given by 
¢ :  7I.- 1 (U) ----+ G, where ¢[q , gj = ¢(q)g . But then for a E G, 

¢( [q , gj a) = ¢ [q , ga j  = ¢ (q )ga = (¢[q , g] ) a ,  
so  that ¢ i s  a principal bundle chart .  Clearly, Q = Q x H H ----+ lV! i s  a reduction 
of Q X H  G ----+ lVI. D 

Consider the subgroup 5� of 50(4) . It acts on IHI from the left via tt : 
5� x IHI ----+ IHI, where tt(q, u) = uq- l for q E 5� , u E IHI. Define a right action 
jl of 5� on IHI by jl( u, q) = tt( q- l , u) = uq . This action extends to IHI x IHI, and 
its restriction to 57 is the Hopf fibration. By the above lemma, the bundle 
57 x s'- 50(4) ----+ 54 , with 5� acting on 57 via jl, is a principal 50(4)-bundle 
which reduces to the Hopf fibration with group 5� . Corollary 5 . 1  then implies 
that the associated rank 4 bundle �-1 0 has first Pontrj agin form PI = -2e . 

On the other hand, the tangent 'bundle 6 ,- 1 of 54 has Euler number 2 
(see Exercise 1 5 1 ) ,  and by Lemma 5 . 1 ,  e (6 ,-d = e (6 ,o )  + e (�o, -d = 2. But 
�O ,- 1 admits a nowhere-zero section, so that its Euler number vanishes, and 
e(6 ,o ) = 2, or more generally, e(�k , o )  = k. For k = - 1 ,  this implies that 
the Hopf bundle has Pontrjagin number Pl (�- I , O ) = -2e(�- I , O ) = 2. More 
generally, Pl (�k , O ) = -2k .  Finally, since Pl (6 ,- I )  = 0, Pl (6 ,o ) = pl (�o,d ,  and 
pl (�O, k ) = Pl (6k , O )  = -4k . Summarizing, we have : 

THEOREM 5 . 1 .  Oriented rank 4 bundles over 54 are determined by their 
Pontrjagin and Euler numbers. Specifically, PI (�m,n) = -2m-4n , e(�m,n) = 711. 

Bundles over 5n with rank larger than n are in general not classified by 
their characteristic numbers. This can clearly be seen in the cases n = 2 and 
n = 4 that we discussed :  According to Proposition 5 . 1  in Chapter 3, such a 
bundle is equivalent to a '''Thitney sum of a rank n bundle with a trivial bundle, 
so that by Theorem 4 . 2 ,  it must have zero Euler class . 

As a final application, consider a vector bundle � over a compact manifold 
lVI, with structure group a compact subgroup G of GL(k) . If C denotes the 
affine space of connections \7 on � with holonomy group G, the Yang-lvIills 
functional on C is defined by 

YM (\7) = -2
1 r I R I 2 , )M 
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where R is the curvature tensor of \7. A critical point of this functional is called 
a Yang-lvIills connection .  Such a connection is said to be stable if it is a local 
minimum of the functional. 

Simons [7] showed that there are no stable Yang-Mills connections on bun­
dles over 5n if n > 4. Bourguignon and Lawson studied the four-dimensional 
case, which turns out to be quite different : Let � be an oriented rank 4 bundle 
over 54 with Pontrj agin number p and Euler number e. By Propositions 5 . 1  
and 5 . 2 ,  the Yang-Mills functional for 50(4)-connections satisfies 

Y M (\7) :::: 27r2 Ip l , 47r2 14 
For example , when � is the tangent bundle of the 4-sphere, the curvature R 
of the canonical connection \7 is the identity on A2 , so that R! = R+ = O . 
Thus, YM (\7) = 47r2 e , and since the tangent bundle has vanishing Pontrj agin 
class, the Levi-Civita connection is an absolute minimum of the Yang-Mills 
functional. Similarly, for a bundle with structure group 5� , 

1 1 + 2  - 2 p = -2 IR+ I - IR+ I . 
47r 84 

It is know that such a bundle admits connections the curvature tensor of which 
is self-dual or anti-self-dual depending on whether p is positive or negative. 
Any such connection is therefore stable. The reader is referred to [6] for further 
details . 

EXERCISE 155 .  Consider a principal G-bundle P ---+ lVI. Show that if H is a 
normal subgroup of G, then the associated bundle with fiber G/ H is principal. 
(Identify P / H with P x G (G / H) via pH >--+ [p, H] . The action of G / H on P / H 
is then given by (pH) (aH) := paH, for P E P ,  a E G) . 

EXERCISE 156 .  Let ¢ : 53 x 53 ---+ 50(4) denote the covering homomor­
phism, ¢( % q2 )U = q1 uq:; 1 , qi E 53 , U E IHI = lR4 . Define ¢± : 53 ---+ 50(4) 
by ¢± = ¢ 0 �± , where �± : 53 ---+ 53 X 53 are the inclusion homomorphisms 
�+ (q) = (q ,  1 ) , L (q) = ( 1 ,  q) . 

(a) Prove that the Lie algebra 0 (4) is isomorphic to ¢+* 0 (3) x ¢_* 0 (3) 
(recall that the Lie algebra of 53 is isomorphic to 0 (3) ) .  

(b) Let L-1 : 0 (4) ---+ J\ dlR4 ) = A t  ffiA:;  denote the usual isometry. Show 
that L - 1 0 ¢±* maps the Lie algebra 0 (3) isomorphically onto A� . 

EXERCISE 157 .  Given A E o (n) , define A : J\ dlRn ) ---+ A2 (lRn ) by 

A(v A w) = (Av) A w + v A (Aw) 
on decomposable elements, and extending linearly. 

(a) Prove that A(v A w) = [L- 1 A, v A w] , where L :  A2 (lRn) ---+ o (n) is the 
canonical isomorphism. 

(b) Let R be the curvature tensor of some connection on the bundle � over 
lVI, and R the induced curvature tensor of A2� ' Show that for a E A2 (E(�)p ) ,  

R(x, y) a = [R(x, y) , a] , 
after identifying R(x , y) with an element of A2 (E(�)p) via L-1 . 
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6. The Unit Sphere B undle and the Euler Class 

Consider an oriented rank n = 2k Euclidean bundle � = 7r : E ----+ JVI and its 
unit sphere bundle e = 7rI E' : E1 ----+ M, where E1 = {u E E l l u i  = 1 } .  Our 
goal in this section is to show that the pullback of the Euler form of � to E1 is 
exact , a fact that will be needed in the proof of the generalized Gauss-Bonnet 
theorem in the next section. 

Recall that for u E E, Ju denotes the canonical isomorphism of the fiber 
E7r(u) of � through u with its tangent space at u. For convenience of notation, 
the latter will be identified with a subspace of TuE via the derivative of the 
inclusion E7r(u) '---+ E, so that Ju : E7r(u) ----+ (V E)u C TuE. 

LEMMA 6 . 1 . There is  a canonical isomorphism J : r 7r� ----+ rv� of the space 
r 7r� of sections of � along 7r with the space rv� of sections of the vertical bundle 
V� over E. A Riemannian connection V on � induces a Riemannian connection 
'V on V� given by 

U E r 7r� ' x E TuE, u E E. 

('\7 in the  above identity denotes the  covariant derivative along 7r : E ----+ JV!.) 

PROOF .  The equivalence 

7r*� -------+ V� , 
(u, v) r---+ Juv 

induces an isomorphism between r7r* � and rv�. On the other hand, the map 
r7r* � ----+ r 7r� that takes U to 7r2 U is an isomorphism with inverse V f---+ ( I E ,  V) , 
where ( IE , V) (u) = (u , V (u) ) . Combining the two , we obtain an isomorphism 
J :  r7r� ----+ rv� given by (JU) (v) = JvU(v) . This establishes the first part of 
the lemma. 

A Riemannian connection V on � induces a connection 'V' on 7r* �, where 

'V'x ( 1E , U) = (u , VxU) , U E r7r�' X E TuE, u E E. 

The above equivalence 7r*� � V� then yields a connection 'V on V� , and 
'V xJU = Ju V xU ,  as claimed; 'V is Riemannian because 'V is, and because 
Ju is isometric .  D 

Denoting by R, R the corresponding curvature tensors, the structure equa­
tion (Lemma 3 . 1 in Chapter 4) implies 

( 6 . 1 )  
R (x ,  Y)Juv = JuR(7r*x ,  7r*Y)v ,  x ,  Y E TuE, u ,  v E E, 7r (u) = 7r(v) . 

(Equivalently, in the bundle 7r*� ,  R(x, y) (u , v) = (u , R(7r*x , 7r*y)v) . ) 
There is a canonical section of � along 7r ,  namely the identity 1 E . Under 

the isomorphism of Lemma 6 . 1 , it corresponds to the position vector field P on 
the manifold TE; i . e . ,  P is the section of V� defined by P(u) = Juu for u E E. 
Notice that 

(6 .2) x E TE. 
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To see this, observe that if "" denotes the connection map of \7 and x E TuE, 
then 

\7 xP = \7 xJIE = Ju \7 x 1 E = Ju,,"IE*x = Ju""x = xv . 
By Theorem 3 . 1  in Chapter 4, d'V2P(x, y) = R(x, y )P ,  which together with 
( 6 . 1 )  implies 

(6 .3 ) x ,  Y E TuE, u E E.  

The following observations will be used throughout the section: 

REMARK 6 . 1 .  (i) The wedge product from (3 .4) extends to all of A(M, A';) : 
For a E Ap (M, Aq';) , (3 E Ar (M, As.; ) ,  define a /\f, (3 E Ap+r (M, Aq+s';) by 

1 
(a /\f, (3) (X1 , . . .  , Xp+r ) = -,-. , L (sgn a)a(Xa(l ) , " "  Xa(p) ) 

p . 1 . a E Pp+r 

/\ (3(Xa(p+l ) , . . .  , Xa(p+r ) ) ' 

(The wedge product in the right side is of course the one in A';) . Then a /\f, {3 = 

( - 1  )pr+qs {3 /\f, a, and d'V (a /\f, (3) = (d'V a) /\f, {3 + ( - 1)P a /\f, d'V (3. Notice that 
il E A2 (AI, A2';) commutes with any other A';-valued form. 

(ii) Since *f, is parallel, ( 0 . 1 )  implies 

d(*f,a) = *f,d'Va ,  a E A(M, An';) . 

(iii) If Ui is an orthonormal basis of E7r(u) , then JuUi is an orthonormal 
basis of (VE)u . Thus, by (6 . 1 ) ,  *vRk 

= 7r* *f, ilk . 
(iv) Let U1 , . . .  , Un denote a local orthonormal basis of sections of '; .  If a ,  

{3 are sections of Ap'; ,  An-p'; ,  respectively, then locally, 

a = L (a , Ui , /\ . . .  /\ Uip ) Ui , /\ . . .  /\ Uip ' 
i , < . .  - <ip 

A similar expression holds for {3, so that 

i 1 < " ' < ip 
11 < " ' <jn -p 

({3, Uj, /\ . . .  /\ Ujn _) 
1 1 

= I' ( _ ) ' L (sgn a) (a, Ua( l ) /\ . . .  /\ Ua(p) ) 
p. n p . a E Pn 

({3, Ua (p+l ) /\ . . .  /\ Ua(n) ) ' 
This identity also holds when a ,  (3 are A';-valued forms on M as in (i) . 

From now on we will work in El , so let V'; denote the restriction � * V'; 
of the vertical bundle to El , where � : El '---+ E is inclusion. Similarly, P 
will denote the restriction P 0 � of the position vector field, R the pullback 
�* R E A2 (El , A2 V';) of R, and 7r : El --+ AI the projection. For i = 1 ,  . . .  , k ,  
define Wi E An-1 (El , An V';) by 

Wi = P /\).! (d'V p) 2i- l /\).! R
k-i , 

with the wedge product as defined in Remark 6 . 1 (i) . 
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LEMMA 6 . 2 .  

d\lw . = (d\l p) 2i /\ Rk-i _ 2 i  - 1 (d\l p) 2i-2 /\ Rk-Hl . 2 V k - i + 1  V 

PROOF.  By the Bianchi identity, 
d\lWi = (d\lp) 2i /\ v Rk-i + (2i - 1 )P /\ v d\l2p /\ v (d\lp) 2i-2 /\ Rk-i 

= (d\l p) 2i /\ v Rk-i + (2i - 1 ) (d\l p) 2i-2 /\v P /\ v d\l2 P /\ v Rk-i . 

20 1 

In order to evaluate the second summand, consider a positively oriented or­
thonormal basis Uj of local sections of V� with U2i- 1 = P. Then 

( (d\l p) 2i-2 /\ v P /\ v d\l2 P /\ v Rk-i , U1 /\ ' "  /\ Un) 
1 ,"", . \l \l = 

2k-i � (sgn a) (d P, Ua( I ) ) /\ . . .  /\ (d P, Ua(2i-2 ) ) /\ (P, Ua(2i- l ) ) 
aEPn 

/\ (R, Ua(n- l ) /\ Ua (n) ) 
1 

2k-i 
{a l a (2i- l )=2i- l } 

/\ (R , Ua(2i- l ) /\ Ua (2i) ) /\ . . .  /\ (R , Ua (n- l ) /\ Ua(n) ) 
by (6 .3) and (6 . 1 ) .  Fix any a E Pn with a (2i - l) # 2i - 1 ,  so that P = Ua(l ) for 
some l # 2i - 1 .  If l < 2i - 1 ,  the corresponding expression in the last equality 
vanishes, because (d\lP, Ua(I ) ) = (d\lP, P) , and (d\lP(x) , P) = (VxP, P) = 
�x (p, P) = 0 on El where P has constant norm 1 .  If l > 2i - 1 ,  then the 
corresponding expression is the same as in the case a (2i - 1) = 2i - 1 :  In 
fact ,  (sgn a) (R, U a (2i- l ) /\ U a(2i) ) /\ . . .  /\ (R, U a (n- l) /\ U a(n) ) remains unchanged 
when switching pairs (a (2p - 1 ) , a (2p)) and (a (2q - 1) , a (2q) ) . Similarly, this 
expression undergoes a sign change twice when interchanging a (2p - 1) and 
a (2p) (once in (R, Ua(2p- l) /\ Ua(2p) ) and again in (sgn a) ) .  Thus, 

(( d\l p) 2i-2 /\v P /\v d\l2 P /\v Rk-i , U1 /\ . . .  /\ Un) 

so that 

1 '"'" \l \l )  = - 2k-i 2 (k _ i + 1 )  � (sgn a) (d P, Ua( I ) ) /\ . . .  /\ (d P, Ua(2i-2) 
a EPn 

/\ (R, Ua (2i- l) /\ Ua(2i) ) /\ . . .  /\ (R, Ua(n- l) /\ Ua(n) ) 
2k-2+ 1  -::-;---:-::--:-:-----c-.,..,.. / (iV p) 22-2 /\ Rk-2+1 U /\ . . .  /\ U ) 2k-2 2(k - i + l) \ v , 1 n , 

(d\l p) 2i-2 /\ P /\ d\l2 P /\ Rk-i = _ 1 (d\l p) 2i-2 /\ Rk-H 1 . V V V k - i + 1  V 

Substituting into the original expression for d\l Wi then yields the result . D 
THEOREM 6 . 1 .  Consider an oriented Euclidean bundle � = E ---+ M of 

rank n = 2k, with Riemannian connection and corresponding Euler form e. If 
e = 1': : El ---+ M denotes the unit sphere bundle of � ,  then the pullback 1': * e E 
An (El ) of the Euler form is exact. Specifically, there exists � E An-1 (El ) such 
that 
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( 1 )  1r * e = dO; and 
(2) Jor p E AI, f(EI )p J* O = -I , where J : (E1 )p '--l- E1 denotes inclusion. 

PROOF.  Set ni := *VWi E An_ 1 (E1 ) .  '''le seek constants ai E lR so that 
0 = L: aS2i satisfies ( 1 )  and (2) . We begin with (2) : Given U E (E1 )p , P E M, 
consider a local positively oriented orthonormal basis Ui of sections of V� in 
a neighborhood of U with U1 = P. Since P is orthogonal to the unit sphere 
sn-1 = (E1 )p , the volume form of (E1 )p is given locally by (U2 /\ . . .  /\ Un) b  0 J .  
Now, 1' 0 is  vertical, whereas R i s  horizontal by (6 . 1 ) ,  so that 

l O = ad*Ok = ak (j *wk , U1 /\ . . .  /\ Un) 
= ak L (sgn a)l ( (P, U17 ( l ) ) /\ (d'v P, U17(2) ) /\ . . .  /\ (d'v P, U17 (n) ) ) 

I7 E Pn 

= ak L (sgn a)l ( (d\7 P, U17(2) ) /\ . . .  /\ (d\7 P, U17 (n) ) ) 
{ 17 1 17 ( 1 )=1 } 

= ak L (sgn T)j * ( (d\7 P, U1+T( l) ) /\ . . .  /\ (d\7 P, U1+T(n- 1 ) ) ) 

= a k (n - I ) ! j * ( (d \7 P, U 2 ) /\ . . .  /\ (d \7 P, Un) ) . 
Now, for Xi in the tangent space at u of the fiber (E1 )p over p, J*Xi i s  vertical, 
and j * d\7 P (Xi ) = J*Xi by (6 .2 ) . Thus, 

In(X1 , ' ' ' '  Xn- 1 ) = ak (n - I ) !  L (sgn a) (J*x17 ( l ) , U2 (u)) · · ·  

(J*X17 (n- 1) , Un (u)) 
= ak (n - 1 ) ' det (J*xi ,  Uj (u) ) 
= ak (n - 1 ) ! (J*X1 /\ . . .  /\ J*Xn- 1 , U2 (u) /\ . . .  /\ Un (u)) 
= ak (n - I ) !  W (X1 , " "  Xn- 1 ) ,  

where W denotes the volume form of (E1 )p . Since the latter is isometric to 
sn-1 , 

Next , we determine ai for i < k so that n satisfies ( 1 ) : 

d\7 (L aiwi) = L ai ( (d\7 p) 2i /\v Rk-i - k: �: 
1 (d\7 p) 2i-2 /\v Rk-i+ 1) 

a1 k \7 2k 2i + 1 \7 2i k- 1 ( ) = --R ' + ak (d P) ' + '""" ai - -k-' ai+ 1 (d P) k � ' - �  i=l 
/\V Rk-i . 

,,,lith ak as above, define ai = (2i + 1/ k - i ) ai+1 inductively; then 

(i - I ) ! 
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and 

so that 

dn = d (*v I: aiwi) = *vd'V (I: aiwi) = (2�) k *v Rk + ak *v (d'V p) 2k . 

2 03 

Finally, *v(d'V p) 2k = ° by (6 . 2) , and *vRk = 7r * *.; ilk . Thus, dn = 7r * e ,  as 
claimed. D 

EXERCISE 158 .  Use Theorem 6 . 1  to show once again that the Euler class 
of a vector bundle vanishes if the bundle admits a nowhere-zero section. 

7. The Generalized Gauss-Bonnet Theorem 

Let M be a compact, oriented, n-dimensional manifold. The Euler charac­
teristic of M is defined to be X(M) = I:�=o ( _ 1 ) k dim Hk (M) . It turns out that 
this number can be computed by looking at the behavior of any vector field X on 
J11 with finitely many zeros. We shall only explain the procedure and concepts 
involved .  For a proof, the reader is referred to [25] . Let p be a zero of X, choose 
E E (0 ,  injp ) (for some Riemannian metric on M) so that the ball BE (p) of radius 
E centered at p contains no other zeros of X ,  and denote by sn-l the unit sphere 
centered at ° in J11p . Consider the maps �t : sn-l ----+ sn-l X [0 , E] , t E [0 , E] , 
�t (v) = (v , t) , and H : sn-l X [0 , E] ----+ M, H(v , t) = expp (tv) . The index indp X 
oj X at p is the degree of the map JE := <PE 0 (X/ I X I )  0 H 0 �E : sn-l ----+ sn-l . 
Here, <PE : Tl J11aB, (p) ----+ sn-l maps U E Tl J11 n J11exp Ev to the parallel translate 
of u along the geodesic t >--+ expp ( (E  - t)v) , 0 :::; t :::; E .  

1�I (exp EV) 

FIGURE 1 

Thus , to obtain the value of JE at a point v E sn-l , one goes out at distance 
E along the geodesic in direction v, evaluates the normalized vector field X/ I X I  
at that point, and parallel translates i t  back t o  p along the same geodesic. The 
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index of X at p is well-defined, for if r5 E (0, injp ) , then h and fE are homotopic 
via (v , t) f--t ftH(l-t) E (v) . 

t ! 
, t /' ,, � / 

- -- - - - - -- -

/ � 'x /' t  " 
index +1 index -1 

! t�!t \ 
- � ---

index 0 index +2 

FIGURE 2 

The proof of the following theorem can be found, for example , in [25] : 

THEOREM 7 . 1  (Poincan�-Hopf) . Let X be a vector field with finitely many 
zeros on a compact, oriented manifold M (such an X always exists). Then the 
Euler characteristic X( M) of M equals the index sum over all zeros of x .  

The next theorem is known as the generalized Gauss-Bonnet theorem: 

THEOREM 7 .2 (Allendoerfel-'''Teil, Chern) . If lVI2k is a compact, oriented 
Riemannian manifold with Euler form e, then IM e = X(lVI) . 

PROOF.  Consider a vector field X on M with finite zero set iV = {p E M I 
X (p) = O} ,  and choose some ° < E < injM such that E < mingd (p , q) I p, q E 
iV} .  Let Z be a vector field on M \ iV that equals X/ I X I  on M \ B2E/3 (iV) , 
and such that for each p E iV, and unit v E Mp , Z 0 Cv is parallel along the 
geodesic Cv : (0 ,  E/3) ---+ M, cv (t) = exp(tv) . If 1[ denotes the projection of the 
unit tangent bundle 71 lVI, then 1[ 0 Z = IM\ N '  and the restriction of e to M \ iV 
may be expressed as 

e = (1[ 0 Z) * e = Z*1[* e = Z*do' = dZ*o' , 
with 0, denoting the (2k  - I )-form on  T1 M from Theorem 6 . 1 .  Let p E iV, and 
H : 5n-1 x [0, E] ---+ M as above . Although Z does not extend continuously to 
BE (p) , we obtain a differentiable vector field Y along H by setting 

Y(v , t) = Z 0 H(v , t) for t > 0, and Y(v , 0) = lim Z 0 H(v , t) . t--+O+ 
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Stokes' theorem then implies 

r e =  r dZ* r2 =  r H*dZ* r2 =  r dH*Z*r2 JE, (p) JH(sn- 1 x [0 ,E ] ) Jsn- 1 x [0 ,E ]  Jsn- 1 x [0 ,E ]  

- r H*Z*r2 . 
Jsn- 1 x o  

Since the degree o f  Y 0 �o equals the index o f  X at p ,  we have 

Thus, 

r H* Z*r2 = r (Y 0 �0 ) * r2 = indp X r r2 = - indp X .  
Jsn- 1 x O  Jsn- l Jsn- l 

D 

EXAMPLES AND REMARKS 7 . 1 .  (i) For an oriented surface lVI2 , the Euler 
form at p E lVI is given by e(x , y) = 2� (R(x, y) v , u) , where u, v is a positively 
oriented orthonormal basis of lVIp .  Thus, e = 2�Kw , with K the sectional 
curvature, and w the volume form of lVI. The 2-dimensional case then reduces 
to the classical Gauss-Bonnet theorem: 

r Kw = 27rX(M) . JM 
(ii) A Riemannian manifold is said to be Einstein if the Ricci curvature 

Ric = � ( , ) of lVI equals a constant multiple � of the metric ,  � E lR. Any space 
of constant curvature is Einstein of course, but so is for example 52 x 52 with 
the product metric. 

Consider a compact, oriented 4-dimensional Einstein manifold. Given p E 
lVI, let el , . . .  , e4 denote a positively oriented orthonormal basis of lVIp . If 

1 1 a3 = Mel /\ e3 , a4 = M el /\ e4 , 
v 2  v 2  

then ai ± *ai i = 2 , 3 , 4 ,  is an orthonormal basis of A�(iVIp) .  '''Te claim that 
(Ra, (3) = 0 for all a E At (Mp) and (3 E 1\2 (Mp) .  To see this, notice first that 

0 =  Ric (e2 , e3 ) = (R(el ' e2 ) e3 , el )  + (R(e4 , e2 ) e3 , e4 ) 
= (ReI /\ e2 , el /\ e3 ) - (Re4 /\ e2 , e3 /\ e4 ) 
= 2 (Ra2 ' (3 ) - 2 (R * a3 , *(2 ) . 
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Similarly, 

Thus, 
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0 =  Ric(el , e4 ) = (R (e2 , el ) e4 , e2 ) + (R (e3 , e l ) e4 , e3 ) 

= 2 (Ra2 , *a3 ) - 2 (Ra3 , *a2 ) .  

1 (R(a2 + *(2 ) ,  a3 - *(3 ) = 2 (Ric(e2 , e3 ) - Ric(el , e4 ) )  = o .  

A similar computation shows that (R (a i + *ai) , a j - *aj ) = 0 whenever i # j .  
'''Then i = j ,  

(R( ai + *ai ) ,  ai - *ai ) ) = (Rai ' ai) - (R * ai , *ai) = K CX i  - K*CXi ' 

with KCXi denoting the sectional curvature of the plane spanned by el and ei . 
This expression is always zero: For example, 

1 = 2 (Ric(e1 , el ) + Ric(e2 ' e2 ) - Ric(e3 , e3 ) - Ric(e4 , e4 ) )  = O .  

This establishes our claim that the curvature tensor R of  an  oriented 4-dimen­
sional Einstein manifold leaves the subspaces A� (Mp) invariant ; i . e . , R! = 
H+. = 0 in the notation of Section 4. By Proposition 5 . 2 ,  the Euler form of M 
equals 

e = S!2 ( I Rt I 2 + I R= 1 2 ) .  
According to the Gauss-Bonnet theorem, the Euler characteristic of M is then 
nonnegative , and is zero iff M is fiat. 

(iii) One large class of Einstein manifolds is the one consisting of so-called 
semi-simple Lie groups: The Killing form B : g x g ---+ lR of a Lie algebra g is 
the symmetric bilinear form given by B (X, Y) = tr adx 0 ady . A Lie group G 
is said to be semi-simple if the Killing form of its Lie algebra is non degenerate. 

It turns out that a compact Lie group is semi-simple iff it has discrete center 
Z( G) = {g E G I gh = hg for all h E G} . To see this, assume first that G is 
compact and semi-simple . By compactness, there exists an inner product on 
g for which adx : g ---+ g is skew-adjoint for each X E g, cf. Examples and 
remarks 1 . 1 (ii) in Chapter 5. If (ad denotes the matrix of adx with respect 
to some orthonormal basis of g ,  then 

B (X, X) = tr adi = L aijaji = - L a7j ::; 0 ,  
i ,j i ,j 

and equals zero iff adx = O. Thus, the kernel of ad = Ad*e is trivial (see 
the observation in Section 5 of Chapter 4) , so that Z(G) C ker Ad has trivial 
Lie algebra, and must be discrete. Notice that in fact ,  Z( G) = ker Ad: If 
9 E ker Ad, then for any X E g, X (g) = Rg*X (e) .  Thus, the curve c, where 
c(t) = Rg (exp tX) ,  is an integral curve of X which passes through 9 when 
t = O. By uniqueness of integral curves , it must equal t >--+ Lg (exp tX) .  Since 
the exponential map is onto (we are implicitely assuming G is connected) , 9 
belongs to the center. This also implies that conversely, if Z(G) is discrete, 
then its Lie algebra is trivial, and B is nondegenerate. 
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Suppose then that G is compact and semi-simple , so that its Killing form 
is nondegenerate. Then - B is an inner product on 9 for which ady is skew­
adjoint, Y E g :  

-B (ad}, X, Z) = B (adx Y, Z) = tr(adIX,Yj 0 adz) 

= tr(adx 0 ady 0 adz - ady 0 adx 0 adz) 

= tr(adx 0 ady 0 adz - adx 0 adz 0 ady) 

= tr(adx 0 adIY,Zj ) = B(X, ady Z) . 
Thus, - B induces a so-called canonical bi-invariant metric on G. (2 .4)  in 
Chapter 5 implies that G with the canonical metric is an Einstein manifold 
with ", = i :  Given X, Y E g, and an orthonormal basis Zi of g ,  

1 
Ric(X, Y )  = L (R(Zi ' X)Y, Zi) = - 4 L ( [ [Zi ' X] , Yl , Zi )  

i i 

EXERCISE 159 .  Prove that a compact, oriented 4-dimensional Riemann­
ian manifold M with constant curvature ", has Euler characteristic X(J1.1) = 
31<2 

( )  47? vol M . 

EXERCISE 160 .  Let G be a compact, connected, semi-simple Lie group 
with its canonical metric, L : A2g ----+ 9 the linear map which on decompos­
able elements is given by L(X /\ Y) = [X, Y] . Show that for any a E A2g ,  
(Ra, a) = i ITa I 2 . Thus, G has nonnegative-definite curvature operator. The 
Gauss-Bonnet theorem can be used to show that any Riemannian manifold with 
nonnegative curvature operator has nonnegative Euler characteristic. 

8. Complex and Symplectic Vector Spaces 

There is yet another characteristic class, called the Chern class, that can be 
defined on certain bundles possessing additional structure. Before introducing 
it , we review some basic notions from complex linear algebra. The reader 
familiar with the material may proceed to Theorem 8 . 1  below without loss of 
continuity. 

A complex vector space (V, + , . ) is a set V together with two operations 
+, " satisfying the usual vector space axioms, but taking C as the scalar field 
instead of lR. A (complex) linear transformation L : V ----+ VV between complex 
spaces V, VV is a map that satisfies L(v + w) = Lv + Lw , L(av) = aLv , 
for v ,  w E V, a E C . The standard example of a complex vector space is 
(Cn , + , ' ) where for v = (al , . . .  , an ) , w = (Pl , . . .  , Pn ) E cn , and a E C ,  
v + w = (al + PI , " "  an + Pn ) , a . v = (aal , " "  aan ) . All standard notions 
from real linear algebra, such as linear independence , bases, etc . ,  carry over. 
If ej denotes the n-tuple with 1 in the j-th slot and 0 elsewhere , then any 
n-dimensional complex vector space is isomorphic to Cn by mapping a basis 
VI , . . .  , Vn of V pointwise to el , . . .  , en and extending linearly. 

DEFINITION 8 . 1 .  The realification VlE. of a complex vector space (V, +, . ) is 
the real vector space (V, +, · 1 lE. ) with scalar multiplication restricted to the reals. 
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An endomorphism J of a real vector space V is said to be a complex struc­
ture on V if J2 = - l v , cf. Exercise 57 in Chapter 2. The realification VIR of 
a complex space V admits a canonical complex structure given by Jv = iv 
for v E V. Conversely, any real space with a complex structure J becomes a 
complex space when defining (a + ib)v = av + bJ V .  

DEFINITION 8 . 2 .  The complexification VIC of  a real vector space V i s  the 
complex space determined by the (real) space V EEl V together with the complex 
structure J given by J(v , w) = (-w , v ) .  

Thus , the isomorphism (Vc)IR � V EEl V maps u + i v  t o  (u ,  v) . One cus­
tomarily thinks of en as the complexification of lRn , so that the identification 
between the underlying real spaces is given by 

h : (en )IR ---+ (lRc)IR = lRn x lRn , 

v >-----+ (Re v ,  1m v) . 

The isomorphism h induces a linear map h : l1dn,n (e) ----+ AI2n,2n (lR) from 
the space of n x n complex matrices to the space of 2n x 2n real ones determined 
by h(Mv) = h(M)h(v) , for M E l1dn,n (C) and v E en . Vhiting M = A + iB 
with A, B E  Aln,n (lR) , we have for v = x + iy E en , 

h(M) (x, y) = h(Mv) = h((A + iB) (x + iy))  = h(Ax - By + i (Bx + Cy)) 
= (Ax - By, By + Ax) .  

Thus, 

( 8 . 1 )  h (M)  = 
(Re M 

Im lV[ 
- 1m AI) 
Re M 

E M2n, 2n (lR) . 

If we denote by G L( n, e) the group of all invertible n x n complex matrices , then 
h : GL(n, e) ----+ GL(2n, lR) is a group homomorphism. Identifying GL(n, e) 
with its image shows that it is a Lie subgroup of GL(2n, lR) of dimension 2n2 . 

DEFINITION 8 . 3 .  A Hermitian inner product on a complex vector space V 
is a map ( , )  : V x V ----+ e satisfying 

( 1 )  (amI + V2 , v) = a(vI ' v) + (V2 , v) , 
(2) (VI , V2 ) = (V2 , VI ) ,  and 
(3) (v , v) > 0 if v # 0 ,  

for all a E e ,  v ,  V i E V. 

B y  ( 1 )  and (2) , (v , aw) = a(v , w) . For example, the standard Hermitian 
inner product on en is given by 

(v , w) = L aj;3j , 
j 

If J denotes a complex structure on a real space V, there is always a (real) 
inner product on V for which J is skew-adjoint: Let VI be any nonzero vector, 
and set Vn+ 1 := JVI , vVI = span{ VI , vn+d.  Since J2 equals minus the identity, 
vVI is invariant under J. Arguing inductively, V decomposes as a direct sum 
EElk VVk of J-invariant planes vVk = span{vk , vn+k = JVI, }, k = 1 ,  . . .  , n . If ( , ) 
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denotes that inner product for which the basis VI , . . .  , V2n is orthonormal, then 
the matrix of J with respect to this basis is 

(� -�n) E M2n,2n (lR) .  

This shows that J is skew-adjoint, and in fact isometric :  (Jv , Jw) = - (J2v ,  w )  = 

(v ,  w) . 
PROPOSITION 8 . 1 .  Let V be a complex vector space, J the induced complex 

structure on the underlying real space VlI!. . Given any inner product ( , ) on VlI!. 
for which J is skew-adjoint, the formula 
(8 .2 ) (v , w)rc : =  (v , w) + i (v ,  Jw) 
defines a Hermitian inner product ( , )rc on V. Conversely, if (, )rc is a Hermitian 
inner product on V, then the real part of ( , )rc is an inner product on VlI!. with 
respect to which J is skew-adjoint, and ( , )rc is given by (8 . 2) . 

PROOF .  Given a real inner product on VlI!. , (8 .2) defines a complex-valued 
function on V x V that is clearly additive in the first variable. Given a = 

a + ib E C ,  
(av , w)rc = ( ( a + ib)v , w) + i ( ( a + ib) v , Jw) 

= a (v , w) + b (iv , w) + ia (v ,  Jw) + ib (iv , Jw) 
= a (v ,  w) - b (v ,  Jw) + ia(v ,  Jw) + ib (v ,  w) 
= (a + i b) ( (v , w) + i (v , Jw) ) = a(v , w) rc . 

The second axiom follows from ( v ,  w ) rc  = (v , w )  - i (v , Jw) = (w, v ) + i (w ,  Jv) = 

(w, v )rc by the skew-adjoint property of J. For the same reason (v , Jv) = 0, so 
that (v ,  V ) IC = (v ,  v) > 0 if v Ie O. Thus, ( , ) is Hermitian. Conversely, if ( , k is 
a Hermitian inner product on V, it is elementary to check that its real part ( , ) 
is an inner product on VlI!. . Furthermore, 

Im(v ,  w)rc = Re( -i (v , w)rc) = Re(v , iw)1C = (v ,  Jw) , 
so that (8 .2 ) holds . Finally, 

(Jv , w) = Re (iv ,  w)rc = Re(i (v ,  w)rc) = - Im(v, w)rc = - (v ,  Jw) , 
where the last equality follows from the previous equation, so that J is skew­
��. D 

There is an alternative way of describing complex structures: 

DEFINITION 8 . 4 .  A symplectic form on a real vector space V is a non degen­
erate, skew-symmetric , bilinear form a on V. (V, a) is then called a symplectic 
vector space. 

For example , the canonical symplectic form on ]R2n is aD = I:�=I uk /\ un+k . 
It is the bilinear form associated to the canonical complex structure J 0 on ]R2n , 
in the sense that aD (v , w) = (Jov ,  w) ; this follows for instance from the fact 
that the matrix of aD with respect to the standard basis is given by 

( 0 In) -In 0 ' 
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so that ao (ei , ej ) = - (Joej , ei )  = (Joei , ej ) '  Notice also that 

ao (Jov , Jow) = (J1iv , Jow) = - (v , Jow) = (Jov , w) = ao (v , w) . 
Up to isomorphism, aD is the only symplectic form: For any symplectic vector 
space (V, a) , there exists an isomorphism L : V -+ lR2n such that ao (Lv, Lw) = 
a (v , w) for all v, w E  V (and in particular , V is even-dimensional) . This is the 
essence of the following: 

PROPOSITION 8 . 2 .  For any symplectic vector space (V, a) , there exists a 
basis ctl , . . .  , ct2n of the dual V* such that a = I:�=I ctk /\ ctn+k . 

PROOF.  Let VI be any nonzero vector in V. Since a is nondegenerate, there 
exists some w E  V with a(vI '  w) = 1 .  Set Vn+ 1 := w, W := span{ VI , Vn+ I } ,  and 
Z := {v E V I a( v, VI ) = a( V, Vn+ l ) = a} .  Any V E V can then be written as 
V = w+  (v - w) E W + Z , where w = a (v ,  Vn+I )VI - a (v ,  VI )Vn+l . If u E w n z , 
then u = aVI + bVn+1 for some a, b E lR, and since u also belongs to Z, a = 
a(u , VI ) = ba (Vn+ I , VI ) = -b .  Similarly, a = a(u , Vn+ l ) = aa(VI , Vn+l ) = a .  
Thus, VV n Z = {a} ,  so  that V = W EEl Z ,  and the restriction o f  a t o  Z is 
symplectic. Arguing inductively, we obtain a basis VI , . . .  , V2n of V, with dual 
basis ctl , . . .  , ct2n , such that a = I: ctk /\ ctn+k . D 

A symplectic form a and a complex structure J on V are said to be com­
patible if a (Jv , Jw) = a(v ,  w) for all v, w E V. 

PROPOSITION 8 . 3 .  If a real vector space has a complex structure J, then it 
admits a compatible symplectic form a. Conversely, any symplectic form a on 
V induces a compatible complex structure J. In each case, there exists an inner 
product on V such that a(  v, w) = (Jv ,  w) , and J is an isometry. 

PROOF.  Given a complex structure J on V, choose an inner product for 
which J is skew-adjoint, and hence also isometric .  Then a ,  where a(  v ,  w) 
(Jv ,  w) is symplectic. Furthermore , 

a (Jv ,  Jw) = (J2v ,  Jw) = - (v , Jw) = (Jv ,  w) = a (v ,  w) . 
Conversely, if a is a symplectic form on V, choose a basis Vk such that a = 
I: ctk /\ ctn+k , where ctk denotes the basis dual to Vk , see Proposition 8 . 2 .  
Consider the inner product on  V for which Vk i s  orthonormal, and define 
Jv := (�va) # ; i . e . , (Jv , w) = a (v ,  w) . The matrix of J with respect to the 
basis Vk has as (k ,  l)-th entry (JV[ , Vk )  = a (v[ , Vk ) ,  and is thus given by 

( a -In) 
In a . 

This clearly implies that J is a complex structure and an isometry. Compati­
bility of J and a follows as before. D 

PROPOSITION 8 . 4 .  If V is a complex vector space, then its realification VIR 
inherits a canonical orientation. 

PROOF.  An arbitrary basis {VI , . . .  , vn } of V induces an element 

VI /\ . . .  /\ Vn /\ JVI /\ . . .  /\ JVn E (A2n VIR) \ {a} .  
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The component o f  (A2n VIR) \ {O} containing i t  i s  independent o f  the original 
basis: If WI , . . .  , Wn is another basis of V, and ( , ) is an inner product on VIR for 
which J is skew-adjoint, then 

-B) 
A ' 

where the components aij , bij , of A, B, are given by aij = (Vi , Wj ) = (JVi , JWj ) , 
and bij = (J Vi , Wj ) = - (Vi , J Wj ) . The matrix above is the image via h of 
lV! = A + iB E j\1n,n (C) .  The claim now follows from: D 

LEMMA 8 . 1 .  For M E Mn,n (C) , det h (M) = I det M l 2 . 

PROOF.  The claim is easily seen to be true for diagonalizable matrices. But 
the latter are dense in lV!n,n (C) ;  in fact , we may assume that lV! E lV!n,n (C) 
is in Jordan canonical form. If not all the diagonal terms are distinct, then 
modifying them appropriately yields a matrix arbitrarily close to lV! with n 
distinct eigenvalues . The latter is then diagonalizable. D 

REMARK 8 . 1 .  There is another orientation on VlE. that is commonly used, 
namely the one induced by VI /\ JVI /\ . . .  /\ Vn /\ Jvn , where Vk is a basis of 
V. It coincides with ours only when [n/2] is even. The reason behind our 
choice is that it makes the isomorphism h : (Cn L w) ----+ (]R2n , can) orientation­
preserving, where w denotes the orientation of CjR from Proposition 8 .4 ,  and 
can the canonical orientation of ]R2n . 

vVe next look at isometric automorphisms of a Hermitian inner product 
space; i . e . ,  automorphisms that preserve the Hermitian inner product. Since 
such a space is linearly isometric to Cn with the standard Hermitian inner 
product, we only need to study linear transformations L : Cn ----+ Cn that 
satisfy (Lv , Lw) = (v , w) , V, w E  cn . Recall that the adjoint L* : Cn ----+ Cn of 
L is defined by (L * v ,  w) = (v , Lw) for v, W in Cn . If Vk is an orthonormal basis 
of Cn , then the matrix [L * ] of L in this basis is the conjugate transpose of the 
matrix [L] of L :  

[L* ] ij = (L*Vj , Vi ) = (Vj , LVi ) = (LVi , Vj ) = [L]ji ' 

Now, the transformation L preserves the Hermitian inner product iff (Lv, Lw) = 
(v , w) , iff (L* Lv , w) = (v , w) for all V and w in cn ; equivalently, L* L = LL* = 

-t -t 
len . In terms of matrices, [L] [L] = [L] [L] = In . 

DEFINITION 8 . 5 .  The unitary group U(n) is the subgroup of GL(n, C) that 
preserves the Hermitian inner product: 

-t -t U(n) = {M E GL(n , C) 1 M M = MM = In } .  

LEMMA 8 .2 . h(U(n) ) = h(GL(n, C)) n SO(2n) . 

PROOF.  By Lemma 8 . 1 ,  it suffices to show that M E U(n) iff h(M) E 
O(2n) . But since hUvl) = h(M)t , we have that A E U(n) iff AAt = In iff 
h(A)h(A)t = hn iff h(A) E O(2n) . D 
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For example, U(l ) is the group of all complex numbers z such that (z v ,  zw) = 

(v ,  w ) . Since (zv , zw) = zvzw = zz(v ,  w ) , U(l ) is the group 51 of all unit com­
plex numbers, and 

by 
The exponential map e : l\![n,n (e) ----+ GL(n, e) is defined as in the real case 

00 l\![k 
eM '= '\"" __ . . � k ! ' 

k=O 

cf. Examples and Remarks 4 . 2 (iv) in Chapter 4. Since h(MN) = h(M)h(N) , 
we have that h( eM) = eh(M) , and the diagram 

h 1\![2n,2n (lR) � 

l e 
� GL(2n, JR) 

h 
GL (n, C) 

commutes. In particular, e is one-to-one on a neighborhood V of In E l\![n,n (e) , 
-t -t so that given A E U(n) n eV , A = eM for a unique 1\![. Then I = AA = eMeM , 

and eMt = (eM) - 1 = e-M ;  i . e . , 1\![ + l\![t 
= O. Conversely, if 1\![ + l\![t 

= 0 ,  
then eM E U(n) .  This shows that U(n) i s  an n2-dimensional Lie  subgroup of  
GL(n, e) with Lie algebra u(n) canonically isomorphic to  

-t (A {M E Mn,n (C) 1 M + M = O} � { B 

a fact that also follows from Lemma 8 . 2 .  

PROPOSITION 8 . 5 .  For any 1\![ E u(n) , there exists A E U(n) such that 

equivalently, 

AMA-1 = 

(iA1 ) 
iAn 

h(A) h(M)h(A) - l = 

PROOF.  Recall that an endomorphism L of en is normal if LL* = L* L .  
The spectral theorem asserts that a normal endomorphism of en has n or­
thonormal eigenvectors. The endomorphism v f---+ Lv := 1\![ . v is skew-adjoint, 
hence normal, so that there exists a matrix A E G L(n, e) such that Al\![ A-I is 
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diagonal. Since the eigenvectors are orthonormal, A E U (n) . Furthermore, the 
conjugate transpose of 

AMA' � C . . . J 
is -AJl1At , so that /\ + /\ = 0, and each /\ is imaginary. D 

A polynomial on u(n) is a map p : u(n) ----+ lR such that p o  h- 1 : h (u(n) )  c 
J112n, 2n (lR) ----+ lR is a polynomial in the usual sense. p is said to be invariant 
if it is invariant under the action of U(n) . For example, 12k 0 h and Pf oh are 
invariant polynomials , because h (U (n) )  C SO(2n) . Notice that fk can actually 
be defined on Jl1n,n (C) as in Example 1 . 1 ,  but is not, in general, real-valued .  
However, the polynomial fL , where f� (M) = fk (iM) , is real-valued on u(n) : 

n n 

k=O k=O 
= det(xln + iMt ) = det(xln - iM) 

n 
= 2) _ 1 ) k f� (M)xn-k . 

k=O 
THEOREM 8 . 1 . Any invariant polynomial on the Lie algebra u (n) is a poly­

nomial in Ii ,  . . .  , f� . 
PROOF.  For zl , . . .  , Zn E C, let (Zl . . .  zn) denote the matrix 

c · · J 
Given an invariant polynomial f on u ( n) , it suffices to show that there exists a 
polynomial p such that 

f (i'\l ' " i'\n ) = p(J� (i'\l ' " i'\n ) , " "  f� (i'\l ' " i'\n ) )  
for all / \  E R To see this, denote by q the polynomial given by  q(/\l , . . .  , ,\n ) = 

f (i'\l . . .  i'\n) .  Since any pair ('\k , ,\t ) can be transposed when conjugating the 
matrix (i'\l . . .  i'\n) by an appropriate A E U (n) , q is symmetric, so that 

q(/\l , . . .  , ,\n ) = P(S l ('\ l , . . .  , '\n) , " "  Sn ('\l , . . .  , /\n ) )  
for some polynomial p. Then 

f(i,\l . . .  i'\n ) = q(/\l , . . .  , '\n ) = P( Sl (/\1 , . . .  , /\n ) , " "  Sn (/\l , . . .  , ,\n) )  
= P(h (/\l . . .  /\n ) , " "  fn ('\l . " '\n ) ) .  

But (/\1 . . .  /\n ) = -i (i'\l . . .  i,\n) , so that h (/\l . . .  '\n) = (- I ) k f� (i'\l . . .  i'\n) ' 
Thus, 

as claimed. D 
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According to Theorem 8 . 1 ,  12k 0 h and Pf oh are polynomials in ff , . . .  , f� . 
These polynomials can be described explicitely: 

PROPOSITION 8 . 6 .  hk o h  = ( - l) k 'L-Z!O (- 1 ) l fU4k-l ' Pf oh = (_ 1 ) [n/ 2 ] f� . 

PROOF.  By Lemma 8 . 1 ,  
n 

k=O 
On the other hand, 

1 net (x Tn - M) I ' � 1 net (x Tn - � -iM)) I ' � I� ( - 1  ) k ( -i) ' m M)xn-' I ' 
= I xn + ixn- 1 f� (M) - xn-2 f� (M) - ixn-3 fl (M) + . . .  1 2 

= I (xn - xn-2 f� (M) + xn-4f� (M) · · · ) 
+ i (xn- 1 J{ (M) - xn-3 fl (M) + xn-5 n (M) . . .  ) 1 2 

= (xn _ xn-2 f� (M) + xn-4f� (M) · · · ) 2 

+ (xn- 1 J{ (M) - xn-3 fl (M) + Xn-5 n (M) . . .  ) 2 . 
The coefficient of x2n-2k in the last equality is 

L (_ 1) (k-j) / 2 fLj (M) (- 1 ) Ck+j )/ 2 f�+j (M) 
k-j even 

k-j odd 

k-j even k-j odd 

= (_ l ) k L( _ l) k-j fLj (M)f�+j (M) 
k-j 

= (_ l )k L( _ 1) 1 fl (M)f�k- l (M) . 
I 

This establishes the first identity in the proposition. For the one involving the 
Pfaffian, it suffices to check the formula in the case when M = (i'\l . . .  i'\n) .  
Then 

Pf(h(M)) = Pf /\1 

/\n 
= E1 (n+1 ) 2 (n+2 ) . .  n (2n) (_ 1 )n '\1 . . .  /\n 
= (_ 1 ) [n/ 2 ] (_ 1)n'\1 · ·  . '\n = ( _ 1 ) [n/ 2] det iM = (_ 1 ) [n/ 2] f� (M) . 

D 
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EXERCISE 161 . Show that any Hermitian inner product is determined by 
its norm function. Specifically, 

EXERCISE 162 .  Show that a symplectic form on V induces a Hermitian 
inner product on V, and that conversely, if ( , ) is a Hermitian inner product on 
V, then a (v , w) = - Im(v , w) defines a symplectic form on V. 

EXERCISE 163 .  Fill in the details of the proof of Lemma 8 . 1 .  

9 .  Chern Classes 

A complex rank n vector bundle is a fiber bundle with fiber en and structure 
group G L( n, e) . Thus, the fiber over each point inherits a complex vector space 
structure. The realification 6lR of a complex bundle � and the complexification 
�IC of a real bundle � are defined in the same way as for vector spaces. In 
particular , 6� is orient able , with a canonical orientation. 

A H ennitian metric on a complex vector bundle � = 7r : E ----+ lVI is a section 
of the bundle Hom(� ® � , e) which is a Hermitian inner product on each fiber. 
Such a metric always exists ,  since one can choose a Euclidean metric on �lR. , 
and this metric induces , by Exercise 1 6 1 ,  a Hermitian one on � .  A Hermitian 
connection \7 on � is one for which the metric is parallel. In this case, 

X (U, V) = (\7xU, V) + (U, \7xV) ,  X E XM, U, V E r�.  

Just as in the Riemannian case, the curvature tensor R of a Hermitian connec­
tion is skew-adjoint: 

(R(X, Y)U, V) = - (U, R(X, Y)V) . 

Thus, given p E lVI, and an orthonormal basis b :  en ----+ Ep , b- 1 o R(x, y) o b  E 
u(n) for any x , y E Mp . 

Let gt denote the polarization of the polynomial f� from the previous sec­
tion. By Proposition 1 . 1 ,  gt induces a parallel section 9t of Endk (�) * , and 
9k (Rk ) is a 2k-form on lVI. By Theorem 1 . 1 ,  this form is closed, and its coho­
mology class is independent of the choice of connection. 

DEFINITION 9 . 1 .  The k- th Chern class Ck (�) E H2k (M) of � is the class 
determined by the 2k-form 

Ck is called the k- th Chern form (of the connection) . The total Chern class of 
� is 

where co (�) denotes the class containing the constant function 1 .  
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EXAMPLE 9 . 1 . A complex line bundle (or, more accurately, its realification) 
is equivalent to an oriented real plane bundle: To see this, it suffices to exhibit 
a complex structure J on an oriented plane bundle � = 7': : E ----+ lVI. Choose a 
Euclidean metric on � ,  and for nonzero u in E, define Ju to be the unique vector 
of norm equal to that of u, such that u, Ju is a positively oriented orthogonal 
basis of E7r(u) ' J is then a complex structure on �, and it makes sense to talk 
about the first Chern class C1 (�) of � .  Given a Hermitian connection on �, the 
Chern form C1 at p E M  is given by 

1 1 1 C1 (X , y) = 27': tr iR(x , y) = 27': (iR(x , y)u ,  u) = 27': (R(x , y)u ,  -iu) 

= 2� (R(x , y)iu , u) E lR, 

for unit u in Ep . In terms of the underlying real plane bundle, 
1 C1 (X , y) = - (R(x , y )Ju, u) , 27': 

where ( , ) now denotes the Euclidean metric on 6lR induced by the real part of 
the Hermitian metric on ( By Examples and Remarks 3 . 1 (i) , the first Chern 
class of a complex line bundle equals the Euler class of its realification. 

More generally, consider a complex rank n bundle � = 7': : E ----+ M with 
Hermitian connection \7. The real part of the Hermitian metric is a EuclideaE 
metric which is parallel under \7. Thus, \7 induces a Riemannian connection \7 
on �1lR . Since iU is parallel along a curve whenever U is, the complex structure 
J is parallel. 

A Hermitian orthonormal basis b : en ----+ Ep induces an isomorphism B : 
u( Ep) ----+ u( n) .  There is a corresponding Euclidean orthonormal basis b 0 h - 1 : 
lR2n ----+ Ep that induces an isomorphism B : o (Ep ) ----+ o (2n) . Denote by h the 
corresponding homomorphis:l1 B-1 0 � 0 � : u ( Ep) ----+ 0 (Ep) . If R, R denote the 
curvature tensors of \7 and \7, then R = h 0 R. Thus, 

BR = B 0 h 0 R = B 0 B-1 0 h o B 0 R = h(BR) , 
and by Proposition 8 . 6 ,  

2k 
g2k (R2k ) = hk (BR) = 12k o h(BR) = (- 1 ) k "2)- 1) l ft (BR)f�k_ l (BR) 

1=0 
2k 

= (- 1 ) k 2:)- 1 ) lgl (R1 ) /\ g�k_ l (R2k- l ) .  
1=0 

Similarly, 

Summarizing, we have proved the following: 

THEOREM 9 . 1 . If � is a complex rank n bundle, then 
2k 

Pk (�IlR ) = (_ l ) k 2:) _l ) l cl (�) u C2k- l (�) ' k = 1 ,  . . .  , n , 
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and 
e(6l!.)  = (- 1 ) [n/ 2 I cn (�) ' 

In many references, one finds instead e(�Il!.) = cn (�) ' The sign in Theo­
rem 9 . 1  stems from our choice of imbedding h : C;� ----+ ]R2n and the resulting 
orientation on �ll!. . 

Instead o f  looking at the Pontrj agin classes o f  the realification o f  a complex 
bundle �, one can instead begin with a real bundle �, and look at the Chern 
classes of its complexification �c = (� EEl � , J) ,  where J(u, v ) = ( - v , u) . 

THEOREM 9 . 2 .  If � is a real vector bundle, then C2k (�c) = (- l ) kpk (�) ' 

PROOF.  Consider a Euclidean metric ( , ) on �, and denote by ( , ) c the 
Hermitian metric on �c the real part of which is ( , ) . Then 

( (U1 , U2 ) ,  (VI , V2 ) ) c = (Ul , VI ) + (U2 , V2 ) + i( (U2 , VI ) - (UI , V2 ) ) , 
for Ui , Vi E r�; cf. Exercise 1 64 . A Riemannian connection 'V on � induces one 
on � EEl � , with 

Vx (UI , U2 ) = ('VxU1 , 'VxU2 ) .  
If (U1 , U2 ) is parallel along a curve , then so is J(U1 , U2 ) = (-U2 , Ud ,  implying 
that J is parallel. Furthermore, if (VI , V2 ) is also parallel, then the function 
( ( U1 , U2 ) ,  (VI , V2 ) ) c is constant . Thus, V is a Hermitian connection, with cur­
vature tensor 

R(x , y) (U1 , U2 ) (p) = (R(x , y) U1 (p) , R(x , y) U2 (p) ) , x , y E Mp , Ui E r� . 
Denoting by [R] E o (n) the matrix of R(x , y) in an orthonormal basis b : ]Rn ----+ 
Ep of Ep ,  we have that the matrix of R(x , y) in the basis ( b ,  b) of Ep EEl Ep is 
given by ( [R

O
] 0 )  

[R] . 

In the corresponding Hermitian basis ( b ,  b) 0 h ,  this matrix is just the original 
[R] . In other words, if B : o (Ep) ----+ o (n) is the isomorphism induced by b, and 
B : u(Ep EEl Ep) ----+ u(n) the one induced by ( b ,  b) 0 h, then BR = BR. Thus , 

g�k (R2k ) = f;k (BR) = f;k (BR) = (_ l ) k hk (BR) = (- 1 ) kg2k (R2k ) , 
which establishes the claim. D 

To account for the odd Chern classes that are missing in the above theorem, 
define the conjugate bundle � of a complex bundle � to be the (complex) bundle 
with the same underlying total space and addition, but with scalar multiplica­
tion . given by c u u  = 'Qu , where the right side is the usual scalar multiplication 
in � .  Although the identity is a real bundle equivalence , � and its conjugate 
need not be equivalent as complex bundles; i . e . , there may not be an equiva­
lence h : � ----+ � satisfying h (  au) = a . h (  u) = 'Qh( u) . Such an h does, however, 
exist when � is the complexification TJc of a real bundle TJ :  It is straightforward 
to verify that the formula h (u, v ) = (u ,  - v) defines such an equivalence. 

PROPOSITION 9 . 1 . If � is a complex bundle, then the total Chern class of 
its conjugate is given by 

c(�) = 1 - Cl (�) + C2 (�) - C3 (�) + . . .  
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PROOF.  A Hermitian inner product ( , ) on � induces a Hermitian inner 
product ( , ) on � given by 

(U, V) := (U, V) = (V, U) , U, V E r�. 

A Hermitian connection 'V on � then becomes also a Hermitian connection 'V 
on the conjugate bundle, and their curvature tensors are related by 

(R(x, y)u , v) = (v ,  R(x, y)u) = (R(x, y)u , v ) . 

Since the eigenvalues of R and R are imaginary, R( x, y) = - R( x, y) .  Thus, 

gk (R) = gk ( -R) = (- l ) kgUR) , 
which establishes the claim. D 

'-'Ire have seen that given a real bundle �, its complexification �IC is equiv­
alent , in the complex sense , to the conjugate bundle �IC ' Proposition 9 . 1  then 
implies the following: 

COROLLARY 9 . 1 .  If � is a real bundle, then the odd Chern classes of its 
complexification are zero. 

THEOREM 9 . 3 .  For complex bundles � and TJ, c(� EEl TJ) = c(�) U c(TJ) . 

PROOF . Notice that for complex matrices lVI, iV ,  
k 

fHA ® B) = L fli (A)fLI (B) . 
1=0 

The statement now follows by an argument similar to that in Theorem 4 . 2 .  D 

EXAMPLE 9 . 2 .  Consider an oriented rank 4 bundle �o , and suppose its 
structure group reduces to 5� C 50(4) ; cf. Section 5. Thus, if P denotes the 
total space of the corresponding principal 53-bundle , then �o = 7r : P X S3 1HI --+ . + 
P / 5� , with 5� acting on 1HI = ]R4 by left multiplication. Any quaternion 
q = a + bi + cj + dk can be written as (a + bi) + j (c - di) = Z I + j Z2 for some 
complex numbers ZI , Z2 . The map 

- 2 h : 1HI ---+ i.C , 
Z I + jZ2 f---+ (Z I ' Z2 ) , 

becomes a complex isomorphism if we define scalar multiplication in 1HI by a( ZI + 
jZ2 ) := (Z I + jZ2 ) a = zl a + jZ2 a .  

The map h i n  turn induces a homomorphism h : GL ( I ,  1HI)  - -t  GL (2 ,  i.C) 
determined by 

h(qu) = h(q)h(u) , q E lHI \ {O} ,  u E lHI . 
Given q = Z I + j Z2 E 53 and u = W I + jW2 E 1HI, 

qu = (ZI + jZ2 ) (W I  + jW2 ) = (Z I W I  - Z2 W2 ) + j (Z2 WI + ZI W2 ) . 

Recalling that ZI ZI + Z2 Z2 = 1 ,  we conclude that 

__ Z2) E U (2) . '''1 
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This exhibits Eo as the realification of a complex bundle E with group U(2) .  By 
Theorem 9 . 1 ,  

Consider the map L : IHI ----+ IHI that sends q E IHI t o  qj . L preserves addition, and 
given a E C, q = Zl + jZ2 E IHI, 

L(aq) = L(zl a + jZ2 a) = (zl a + jZ2 a)j = zda + jz2ia = (ZI + jZ2 )j75. 
= 75.Lq. 

Thus, L induces a complex equivalence E � �, so that CI (E) = 0 by Proposi­
tion 9 . 1 ,  and 

Pl (Eo ) = 2e(Eo ) ,  
a property already observed earlier in the special case that the base is a 4-sphere, 
cf. Corollary 5 . 1 .  

EXERCISE 164 .  Let E b e  a real vector bundle with complexification EtC = 

(E EEl E ,  J) , J( u, v ) = ( - v ,  u) . A Euclidean metric on E extends naturally to E EEl E 
by setting 

By Exercise 1 6 1 ,  there exists a unique Hermitian metric ( , ) c on EtC the norm 
function of which equals that of the Euclidean metric .  Prove that 

( (UI , U2 ) ,  (VI , V2 ) ) c = (Ul , VI ) + (U2 , V2 ) + i( (U2 , VI ) - (UI , V2 ) ) . 
EXERCISE 165 .  Determine the total Chern class of 1'f,l (observe that Gi, l 

is just Cpl = 52 ) .  
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